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Lock-in thermography is increasingly becoming popular as a non-destructive testing technique for

defect detection in composite materials for its low heating excitation. The experimental data is

processed with Fourier transformation to produce phase and amplitude images. Phase images,

though immune to surface emissivity variation, suffer from blind frequency effect, where a defect

becomes invisible at a certain excitation frequency. There exists no analytical model to predict

this 3-dimensional heat flow phenomenon. This paper presents a study of blind frequency using

electro-thermal model based numerical simulation on a piece of thermally anisotropic carbon fibre

composite. The performance of the simulator is optimized for spatial mesh size. Further the effect

of paint layer, which is often applied to the sample surface for better thermal imaging, has been

incorporated in the simulation. Finally, both experimental and simulation results are presented

side-by-side for easy comparison.VC 2013 AIP Publishing LLC.

[http://dx.doi.org/10.1063/1.4828480]

I. INTRODUCTION

Thermal non-destructive testing (TNDT) has become

popular in recent years. It uses the surface temperature pro-

file of the test piece to predict its health. Infra-red thermal

imaging (IR-thermography) is extensively used for this pur-

pose. TNDT is divided into two categories—passive and

active. The former relies on self-heating of the test piece,

while the latter deploys heating by external stimuli. Passive

tests are primarily used for preventive maintenance, e.g., day

time fire detection, in-circuit component health monitoring,

vehicle break system and lubrication inspection. Active tests

are used for sub-surface defect detection. Without the exter-

nal stimuli, the hidden defect does not produce any change

in surface temperature. Under external heating, heat conduc-

tion takes place inside the test piece. The presence of a

defect perturbs the conduction path resulting abnormal sur-

face temperature profile.

Depending on the nature of external heating, active tests

are divided into various categories, e.g., pulsed thermogra-

phy (PT),1,2 lock-in thermography (LT),3,4 frequency

modulated thermal wave imaging (FMTWI),5,6 vibro-

thermography, and eddy current thermography. In PT, LT,

and FMTWI, the heating is applied in the form of heat itself.

In vibro-thermography and eddy current thermography, heat

is generated due to friction caused vibration or due to Joule

heating caused by induced alternating current, respectively.

Using thermal imaging, a sub-surface defect cannot be

captured directly. Instead, its presence has to be inferred from

the abnormal variation in the observed surface temperature

profile of the test piece. For qualitative inspection, only visual

interpretation of the thermal images is sufficient. However,

quantitative inspection needs mathematical processing tools,

which either rely on some analytical heat-flow model of the

test piece, or numerical simulation. The analytical modelling

is feasible when the test piece has a well-behaved geometry.

This poses a challenge for complex shaped real objects,

which can only be tackled by numerical simulation.

Numerical simulations essentially rely on finite element

modelling. Electro-thermal modelling, as described in

Sec. II, is not an exception in that sense. It exploits mathe-

matical similarity between heat flow and current flow to map

the problem into an electrical simulation problem. Hence

known results from electrical circuits, e.g., series and parallel

combination of RC network impedance, can be directly used.

This is the key advantage of electro-thermal modelling. This

becomes evident while optimizing the mesh size which has

been discussed in Sec. III. The time evolution of the voltages

present at various nodes of a given RC-network is described

in Sec. IV. This section also talks about issues in simulation

time stepping. Finally, the proposed concepts are verified

against lock-in thermography experimental data using a

piece of carbon fibre reinforced plastic (CFRP) with back

drilled holes. The sample and the excitation frequencies are

so chosen that it demonstrates the presence of blind fre-

quency7,8—a phenomenon that cannot be explained by one

dimension analytical heat flow model.

It may be mentioned that blind frequency varies with

defect depth and size. At frequencies lower than that of blind

frequency, a given defect manifests itself as white spot in a

gray-scale phase image, while at higher frequencies it

becomes black. Hence in the transition, it merges with its

surroundings, making it hard to detect. The name, blind fre-

quency, originates from this observation. Hence to overcome

the drawback, lock-in thermography has to be performed at

multiple frequencies.

1-D heat flow model cannot explain the blind frequency

phenomenon. It is purely a 3-D heat flow effect, which can

only be produced numerically using finite element modelling

technique, e.g., electro-thermal model as described in this

paper.
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II. ELECTRO-THERMAL MODEL

Electro-thermal modelling is the study of the thermal

behavior of an object by exploiting the problem’s mathemat-

ical similarities to that of an electrical network of resistors

and capacitors. It uses the laws of heat transfer, charge trans-

fer, heat retention, and charge retention to predict the ther-

mal evolution of a body. The analogy between a thermal and

an electrical system are as follows:

• Temperature difference, which produces heat flow, is anal-

ogous to voltage difference which produces charge flow,

i.e., current.
• Heat retention by a body is analogous to charge retention

by a capacitor. The former increases the body’s tempera-

ture while the latter increases the capacitor’s voltage.

Figure 1(b) shows a slab of thickness ‘ and surface area

A subjected to a constant temperature difference of DT across

the surface.

It results in an one dimensional flow of heat through the

material. The total heat transferred through the surface per

second is

Hcnd ¼
kA

‘
� DT; (1)

where k is the thermal conductivity of the material. Figure

1(a) shows an equivalent RC-network subjected to a constant

voltage difference DV. The total charge transferred through

the network per second, i.e., the current, is

I ¼ Iin ¼ Iout ¼
DV

Re=2þ Re=2
¼ DV

Re
; (2)

where Re=2 is the value of each of the resistors. The capaci-

tor remains dormant as the applied voltage does not change

with time. The mathematical similarity between Eqs. (1) and

(2) leads to the equivalence

Re � ‘

kA
: (3)

Further, if dH amount of heat is injected into the slab in

Figure 1(b) and the heat is not allowed to come out from

there, then it results in an increase in the body temperature.

The temperature change and the injected heat is related by

dH ¼ mcPdT

¼ ðA‘qcPÞdT;
(4)

where m is the mass of the body, q is its density, cP is the

specific heat of the body material, and dT is the increase in

temperature. Similarly, if dq charge is injected into the

capacitor in Figure 1(a) and is forced to be retained there,

the increase in the capacitor’s voltage and the amount of

injected charge are related by

dq ¼ CedV; (5)

where Ce is the value of the capacitor and dV is the change

in the capacitor’s voltage. The mathematical similarity

between Eq. (4) and Eq. (5) leads to yet another equivalence

Ce � A‘qcP: (6)

Equations (3) and (6) form the fundamental of electro-

thermal modelling. Table I summarizes the theory behind the

model.

III. OPTIMIZATION OF SLICE THICKNESS

In any finite element modelling, element size plays a

crucial role in determining the speed and accuracy of the so-

lution. Too big an element size causes erroneous results,

while too small an element size slows down the calculation

speed. It is thus necessary to optimize the element size so

that the calculation runs at maximum possible speed without

causing any significant error. The same is applicable to RC-

modelling. Figure 2 shows the one dimensional electro-

thermal model which physically represents a semi-infinite

bar like material. The values of Re and Ce are calculated

using Eqs. (3) and (6) from the thermal conductivity (k), den-

sity (q), and specific heat (cP) of the material. Since heating

is applied on the surface of a body, which is analogous to a

current being applied at the outer most element of the net-

work, its temperature response, which is analogous to volt-

age, can be calculated by multiplying the applied current

with the reactance of the network (Xnet). This demonstrates

the advantage of electro-thermal modelling, where known

FIG. 1. Analogy between electrical and thermal quantities: Electro-thermal

modelling. (a) Single node RC-network. (b) One dimensional heat flow

through a rectangular slab.

TABLE I. Analogy between electrical and thermal models.

Electrical model Thermal model Analogy

Law of resistor

Current (I) Heat flow (Hcnd) Re � ‘=kA

Voltage difference (DV) Temperature difference (DT)

I ¼ ð1=ReÞ � DV Hcnd ¼ ðkA=‘Þ � DT

Law of capacitor

Change in voltage (dV) Change in temperature (dT) Ce � A‘qcP
Charge transferred (dq) Heat transferred (dH)

dq ¼ Ce � dV dH ¼ ðA‘qcPÞ � dT
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results from electrical circuit can be applied. It is not obvious

in any other finite element technique.

If Xnet is complex, the voltage response suffers a phase

shift with respect to the excitation current. This phase shift is

analogous to the phase lag between periodic heating excita-

tion and resultant oscillating surface temperature of a body.

To find Xnet, the outer most node is isolated. Being an infinite

series of RC, this isolation does not affect the reactance of

the remaining network, and hence it can be replaced with

Xnet. This leads to the following equation:

Xnet ¼
Re

2
þ XC

�
�
�
�

�
�
�
�

Re

2
þ Xnet

� �" #

) X2
net ¼

Re

2

� �2

þ ReXC;

(7)

where XC ¼ �i=Cex ¼ the reactance of the capacitor, and x

is the angular excitation frequency. Putting the expression of

Re and Ce from Eqs. (3) and (6), respectively

X2
net ¼

‘

2kAcrs

� �2

þ ‘

kAcrs

� �i

Acrs‘qcPx
: (8)

If ‘ is expressed as b fraction of the thermal diffusion length

(l ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2k=qcPx
p

), then replacing ‘ with bl, and qcPx with

(2k/l)2 in Eq. (8) yields

X2
net ¼

bl

2kAcrs

� �2

� i

2

l

kAcrs

� �2

: (9)

On simplification, it becomes

X2
net ¼

1

2

l

kAcrs

� �2

ffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ b4

4

s

� ei/; (10)

where / ¼ tan�1ð�2=b2Þ. Thus the expression of Xnet

becomes

Xnet ¼ Qeih;

where its amplitude (Q) is given by

Q ¼ 1
ffiffiffi

2
p l

kAcrs

� �

1þ b4

4

� �1
4

; (11)

and its phase (h) is given by

h ¼ 1

2
tan�1ð�2=b2Þ: (12)

If the material is progressively sliced into finer elements, i.e.,

b ! 0, then Q�!l=kAcrs

ffiffiffi

2
p

and h�!� 45o.

For a bar with unit cross-section area, the magnitude of

the complex impedance can be written as

Q ¼ l

k
ffiffiffi

2
p

¼
ffiffiffiffiffiffiffiffiffiffiffi

2k

qcPx

s

� 1

k
ffiffiffi

2
p

¼ 1

e
ffiffiffiffi

x
p ;

(13)

where e ¼ ffiffiffiffiffiffiffiffiffiffi

kqcP
p

is the effusivity of the material.

This satisfies the analytical solution of 1-D heat equa-

tion9,10 which states the amplitude of surface temperature

oscillation (TAC) is mathematically related to the AC peak

power per unit surface area (W0) by

TAC ¼ W0

e
ffiffiffiffi

x
p : (14)

A plot of Eq. (12) is shown in Figure 3(a). It shows that the

phase tends to �458 as the body is progressively sliced into

finer elements. However, for all practical purposes, 10% of l

can be taken to be the upper limit of slice thickness. For

more accurate result, ‘ ¼ 1% of l might be the right choice.

However, it considerably increases the simulation time.

The aforesaid finding is valid only for an infinite 1-D

object. However, real objects are finite. Hence a plot of sur-

face phase (h) as a function of object thickness (L) needs to

be given. This has been done by truncating the infinite R-C

chain, and finding the argument (h) of its resultant complex

impedance. Figure 3(b) shows a plot of h as a function of L,

which has been generated by fixing the slice thickness to

10% of l. It may be noted that for very thin objects, the sur-

face temperature exhibits -908 phase shift, while for ther-

mally thick object it is -458. For practical purpose, a body

with thickness twice the thermal diffusion length may be

considered as a semi-infinite medium.

FIG. 2. 1D infinite RC network and its equivalent representation for analytical impedance calculation.
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So far the body is sliced into equal thickness. However,

the model yields almost identical result had the body been

sliced with exponentially increasing thickness along the

direction of heat flow. In this scheme, the slice thickness (‘)
of an element at a distance x from the surface will be

‘ ¼ ‘0 expðx=lÞ; (15)

where ‘0 ¼ 10% of l. Figures 3(c) and 3(d) show the linear

and exponential schemes together. For a body with thickness

twice the thermal diffusion length, the exponential scheme

reduces the number of nodes by a factor of two.

IV. ELECTRO-THERMAL MODELLING IN 3D

To simulate the complex heat flow inside a three dimen-

sional real body, it is sliced into finite elements using rectan-

gular, cylindrical, spherical, or other suitable topology. Each

of these finite elements individually follows the laws of heat

flow and heat retention.

Let us consider an RC-network consisting of N-nodes

which are interconnected through resistors and individually

hosts a grounded capacitor. No other external components are

connected to the network, i.e., the network is closed in nature.

Let Re
ij is the resistance between the i-th and j-th nodes and

Ce
k is the capacitance at k-th node. At time t¼ 0, the capacitor

voltages are {Vk}, where k¼ 1, 2,…, N. Consequently the

current through the resistor between the i-th and j-th nodes is

Iij ¼
ðVi � VjÞ

Re
ij

: (16)

Thus, at t¼ 0, the total current entering the k-th node is

Ik ¼
XN

i¼1

i 6¼k

Iik ¼
XN

i¼1

i 6¼k

Vi � Vk

Re
ik

: (17)

In order to satisfy, the law of conservation of charge, a bal-

ancing current must flow out from each of the nodes to their

associated capacitor. Thus, in next Dt time, the total charge

transferred to the k-th capacitor is

dqk ¼ Ik � Dt: (18)

These charges change the voltages of the capacitors by

dVk ¼ dqk=C
e
k. Thus the capacitor voltages at t¼Dt will be

Vkjt¼Dt ¼ Vkjt¼0 þ dVk: (19)

These capacitor voltages become the starting point of a simi-

lar calculation cycle to predict the system’s behavior at

t¼ 2Dt and so on. Of course, the prediction, which is linear

in nature, is meaningful only when Dt ! 0. In practice, the

optimum time step is found to be ðReÞeqk � Ce
k where ðReÞeqk is

the equivalent resistance seen from the k-th node. In case,

ðReÞeqk � Ce
k vary from node to node, their minimum is taken

as the optimum time step. Taking longer step would result in

diverging solution.

The network described above does not draw any current

from external devices. However in active thermography, the

object is intentionally heated by means of external heat sour-

ces. In the context of electro-thermal modelling, such heat

sources are represented by current sources that feed the net-

work nodes. This makes the network open in nature. To ana-

lyze such a system, the external currents are added to the

right hand side of Eq. (17) while calculating the net incom-

ing currents at a node. Thus

Ik ¼
XN

i¼1

i6¼k

Iik

0

B
@

1

C
A

þ Iext;k ¼
XN

i¼1

i 6¼k

Vi � Vk

Re
ik

0

B
@

1

C
A

þ Iext;k: (20)

FIG. 3. Optimization of slice parame-

ters in finite element modelling. (a)

Phase shift vs. (‘=l). (b) Phase shift vs.
(L/l) when the body is divided into sli-

ces of equal thickness ‘ ¼ 10% of l.

(c) Phase shift vs. (L/l) when the body

is divided into slices with exponen-

tially increasing thickness. The dotted

line, obtained from uniform slicing, is

given for comparison. (d) Total num-

ber of slices vs. (L/l) for uniform and

exponential slicing scheme.
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The rest of the analysis remains as it was in the case of

closed network. Schematically the iteration steps are

Vi

�
�
�
t
�!
Re
ik

Iext;k
Ik

�
�
�
t
�!Dt dqk

�
�
�
t
�!
Ce
k

dVk

�
�
�
t
�!Vk

�
�
�
tþDt

: (21)

V. VALIDATION OF THE SIMULATOR ON A CFRP TEST
PIECE

The simulator was deployed to simulate circular defects

in CFRP and the results are verified experimentally. Figure

4(a) shows a drawing of the sample which was used for

experimental verification of the simulator. The correspond-

ing experimental setup is shows in Figure 4(b). The test pi-

ece was periodically heated with two 1 kW tungsten-halogen

flood lamps. IR screens, consisting of glass tanks containing

water (30mm of water and 5mm glass on each side), were

used to remove the IR radiation emitted by the flood lamps

that may have interfered with the lock-in tests. Also, a

smaller 500 W reference lamp was placed inside the setup

which is seen through two glass reflectors to cut down its in-

tensity. All phase values reported in this experimental work

are measured with respect to this reference lamp. The ther-

mal images were recorded with a Indigo Merlin camera and

ThermoScope system.

The test piece has four flat bottomed hole series having

2mm, 4mm, 6mm, and 12mm diameter. Each of the first three

hole series spans depths from 0.25mm to 2.75mm in steps of

0.25mm, while the four 12mm diameter holes at the edge of

the sample are at depths of 2, 2.5, 3, and 3.5mm. For this ex-

perimental work five shallowest 6mm diameter holes were

considered. They have been marked by a rectangle in Figure

4(a). They were chosen because the blind frequency effect was

most prominent in their lock-in phase images. It may be men-

tioned that the same experiment data was originally published

by the authors in an independent work where three thermal

imaging techniques, viz., pulsed, lock-in, and frequency modu-

lated thermography, were objectively compared.10

FIG. 4. Test piece and experimental

setup. (a) A drawing of the CFRP test

piece used for comparison studies (all

dimensions are in mm). (b) The experi-

mental setup for lock-in thermography

experiment.
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Since CFRP exhibits anisotropy, the bulk thermal con-

ductivities parallel (kk) and perpendicular (k?) to the fibre

needed to be entered in the simulation. The typical value of

the thermal conductivity of a single carbon fibre along its

length was reported11 to be in the order of 7W m�1 K�1,

while in the perpendicular direction it is 2W m�1 K�1. In

addition, the thermal conductivity of the homogeneous resin

was reported to be 0.23W m�1 K�1. For a typical CFRP ma-

terial having 40% resin and 60% carbon fibre, the thermal

conductivity along the fibre length was calculated by the rule

of mixture. It states the effective thermal conductivity (keff)

of a mixture of resin and carbon fibre in the volumetric pro-

portion of bres : bfib would be

keff ¼ breskres þ bfibkfib; (22)

where kres and kfib are the thermal conductivities of resin

and carbon fibre, respectively. With this formula the ther-

mal conductivity of CFRP, parallel to the fibre length (kk)
was

kk ¼ 0:6� 7þ 0:4� 0:23 � 4:3Wm�1 K�1: (23)

The thermal conductivity of CFRP, perpendicular to the fibre

length (k?) for a 40% : 60% :: resin : fibre mixture was

reported11 to be 0.8W m�1 K�1. Further the diffusivity and

effusivity of commercially available black paint were

reported12 to be 2� 10�7 m2 s�1 and 3000 J K�1 m2 s�1=2,

respectively. These values are tabulated in Table II. To simu-

late a 6mm wide cylindrical defect, at depths ranging from

0.25mm to 1.25mm from the surface, a 10mm tall, 30mm

wide cylindrical CFRP body was considered. The cylindrical

body was placed in such a way that the Z-axis coincided

with the cylinder’s axis, and its bottom surface rested on the

XY-plane. A 6mm wide flat bottomed back drilled hole was

then created at the centre to depict the defect. The depth of

the hole was varied, such that the defect depth ranged from

0.25mm to 1.25mm in steps of 0.25mm. In addition, the top

surface of the body was also painted with a 30 lm thick layer

of black paint.

To speed up the simulation, the problem was reduced to

a 2-dimensional simulation problem by exploiting the cylin-

drical symmetry as shown in Figure 5. In this cylindrically

symmetric geometry, an annular portion of the body around

the Z-axis having rectangular cross-section area can be

mapped to a planner rectangle in a 2-dimensional plane.

Let’s call this plane YZ-plane due to its similarity of the YZ-

plane of the 3-dimensional space. If the centre of the annular

ring is r distance away from the axis, and its cross-section

spans Dr distance in the radial direction, and Dz distance in

the Z-direction, then the inner and outer radius (rin and rout)

would be

rin ¼ r � Dr=2

rout ¼ r þ Dr=2:

Hence the inner and outer surface area (Ain and Aout) would

be

Ain ¼ 2prin � Dz

Aout ¼ 2prout � Dz:

The top and the bottom surface area (Az) would be

Az ¼ pðr2out � r2inÞ:

And the volume (DV) of the annular region would be

DV ¼ Dr � Dz� 2pr:

Consequently, for the aforesaid annular region, the radially

inwards and outwards resistances (Re
in and Re

out) would be

Re
in ¼ ðDr=2Þ=ðkkAinÞ

Re
out ¼ ðDr=2Þ=ðkkAoutÞ:

The vertical resistance (Re
z) would be

Re
z ¼ ðDz=2Þ=ðk?AzÞ:

And the capacitance (Ce) would be

Ce ¼ qcPDV:

It is worth mentioning that the dangling resistors at the

boundary are placed inwards. Thus the values of these resis-

tors are Re
in þ Re

out in the radial direction, and 2Re
z in Z-

direction (refer to ¶ in Figure 5). 60 s simulations of lock-in

thermography at five frequencies which were integral multi-

ples of 1/60Hz, i.e., 16.66 mHz, 33.33 mHz, 50 mHz, 66.67

mHz, and 83.33 mHz, were performed. Once again, these

frequencies were chosen to synchronize the simulation with

the experimental verification. The required mesh sizes,

which is 10% of the thermal diffusion lengths at the excita-

tion frequencies, are tabulated in Table III. It is note worthy

that the paint layer had a finer mesh than the CFRP layer.

TABLE II. Parameters used in CFRP simulation.

Body parameters

Diameter 30mm

Thickness 10 mm

Material CFRP

K (lateral) 4.3W m�1 K�1

K (transverse) 0.8W m�1 K�1

Density 1600 kg m�3

Specific heat 1200 J kg�1 K�1

Defect parameters

Diameter 6mm

Depth 0.25mm to 1.25mm in steps of 0.25mm

Paint parameters

Thickness 30 lm

Diffusivity 2� 10�7 m2 s�1

Effusivity 3000 J K�1 m2 s�1=2

Simulation parameters

Excitation Frequency 16.66 mHz to 83.33 mHz in steps of 16.66 mHz

Sampling frequency 10Hz

Duration 60 s
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This caused multiple paint layer nodes to be connected to a

single CFRP layer node as shown in Figure 5.

The simulation was performed with the parameters

shown in Table II. The simulated phase images of 6mm

diameter defects in CFRP are shown in Figure 6(a). The

simulation result clearly shows the blind frequency effect7,8

for the 0.25mm deep defect, as its colour changed from

white to black with the increasing excitation frequency. This

is in agreement with the experimentally observed phase

images of similar defects (Figures 6(d)–6(h)). Further,

Figure 6(b) shows the simulated phase vs. frequency plots as

a function of excitation frequency. This is also in agreement

to experimentally observed plots (Figure 6(c)).

VI. CONCLUSION

A thermal simulator based on electro-thermal model

has been designed, implemented, and demonstrated. The

optimum element size of the test piece is found to be 10% of

FIG. 5. Modelling of a cylindrical

defect in CFRP sample using cylindri-

cal coordinate system.

TABLE III. Optimized mesh sizes used in CFRP simulation.

Frequencies 16.66 mHz 33.33 mHz 50 mHz 66.67 mHz 83.33 mHz

CFRP ðkÞ 646lm 457lm 373lm 323lm 289lm

CFRP ð?Þ 282lm 199lm 163lm 141lm 126lm

Paint 195lm 138lm 113lm 97 lm 87lm
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thermal diffusion length. This produces �458 phase shift of

the surface temperature oscillation with respect to excitation

heat flux. In this regard, a body thicker than two times the

thermal diffusion length can be treated as thermally thick.

Exponential slicing scheme may be adapted for thicker

bodies without any loss of simulation data quality. The

optimum simulation time step is found to be in the order of

thermal capacitance times effective thermal resistance seen

from a given cell. The simulator is deployed to simulate

circular defects in CFRP. The defects’ diameter was chosen

to be 6mm which produces blind frequency effect in the

frequency range of 20 mHz to 80 mHz. This phenomenon

is predicted by the simulator showing its validity and

usefulness.
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FIG. 6. Comparison of simulated and

experimental phase images of defects

in CFRP test piece. (a) Simulated

phase images of CFRP sample at 16.7

mHz (extreme left), 33.3 mHz, 50.0

mHz, 66.7 mHz, and 83.3 mHz

(extreme right). (b) Simulated phase

vs. frequency plot of CFRP sample as

a function of defect depths. (c)

Experimentally obtained phase vs. fre-

quency plot of CFRP sample as a func-

tion of defect depth. (d)–(h)

Experimentally observed phase images

at 16.6 mHz, 33.3 mHz, 50 mHz, 66.7

mHz, and 83.3 mHz, respectively.
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