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Abstract

We introduce new classes of generalized Orlicz-Garling sequences and Orlicz-Lorentz

sequences by using a sequence of Orlicz functions and difference operator. We show

that the Orlicz-Garling sequence space admits a unique 1-subsymmetric basis and a

1-dominated block basic sequence in g(M,�(m), v,p). We also make an effort to

prove that every symmetric normalized block Orlicz-Garling sequence dominates an

Orlicz-Lorentz sequence. Finally, we study some geometric properties of these spaces

and establish some inclusion relations between spaces.
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1 Introduction and preliminaries

Let c00 be the space of all scalar sequences, that is, elements ofRN orCN with finitelymany

nonzero entries. Let X and Y be infinite-dimensional Banach spaces. If (xk)
∞
k=1 is a basis of

the Banach spaceX and x =
∑∞

k=1 akxn, then we denote suppx = {k ∈N : ak �= 0}, that is, the

set of indices corresponding to the nonzero entries of x, which is called the support of x.

When the basis (xk)
∞
k=1 is clear from context, we write x = (ak)

∞
k=1 instead of x =

∑∞
k=1 akxn.

Now, suppose that (xk)
∞
k=1 and (yk)

∞
k=1 are sequences in X and Y , respectively. If there

exists C ∈ [1,∞) such that

∥

∥

∥

∥

∥

∞
∑

k=1

akxk

∥

∥

∥

∥

∥

X

≤ C

∥

∥

∥

∥

∥

∞
∑

k=1

akyk

∥

∥

∥

∥

∥

Y

for all finitely supported sequences (ak)
∞
k=1 ∈ c00, then (yk)

∞
k=1 C-dominates (xk)

∞
k=1, and

we can write (xk)
∞
k=1 �C (yk)

∞
k=1. In case C does not matter, we will simply say that (yk)

∞
k=1

dominates (xk)
∞
k=1 and (xk)

∞
k=1 � (yk)

∞
k=1. If (xk)

∞
k=1 �C (yk)

∞
k=1 and (yk)

∞
k=1 �C (xk)

∞
k=1, then

(xk)
∞
k=1 and (yk)

∞
k=1 are C-equivalent, and we can write it as (xk)

∞
k=1 ≈C (yk)

∞
k=1.

A basic sequence (xk)
∞
k=1 is called subsymmetric just in case it is unconditional and

equivalent to each of its subsequences. It is called symmetric whenever it is unconditional

and equivalent to each of its permutations. Lindenstrauss and Tzafriri [1] studied the uni-

form boundedness which means that if (xk)
∞
k=1 is a subsymmetric basic sequence, then
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there is a uniform constant C ≥ 1 such that if (xkn )
∞
n=1 is any subsequence and (εn)

∞
n=1 is

any sequence of signs, then (xk)
∞
k=1 is C-equivalent to (εnxkn )

∞
n=1. In this case, we say that

(xk)
∞
k=1 is C-subsymmetric. Similarly, if (xk)

∞
k=1 is symmetric, then there is C ≥ 1 such that

(xk)
∞
k=1 is C-equivalent to each (εkx̺(k))

∞
k=1, where ̺ is a permutation of N, and in this case,

we say that (xk)
∞
k=1 isC-symmetric. Note thatC-symmetry impliesC-subsymmetry, which

in turn implies C-unconditionality. In this paper, we use standard facts and notation from

Banach spaces and approximation theory. For necessary background, see [1, 2], and refer-

ences therein.We denote byF the real or complex field. The canonical basis ofF is denoted

by (ek)
∞
k=1, that is, ek = (δk,n)

∞
n=1, where δk,n = 1 if n = k and δk,n = 0 if n �= k.

An Orlicz functionM is a function that is continuous, nondecreasing, and convex with

M(0) = 0, M(x) > 0 for x > 0 and M(x) −→ ∞ as x −→ ∞. An Orlicz function M is said to

satisfy �2-condition if there exists R > 0 such thatM(2u) ≤ RM(u), u ≥ 0.

The study of Orlicz sequence spaces was initiated with a certain specific purpose in

Banach space theory. Lindenstrauss and Tzafriri [3] used the idea of an Orlicz function to

define the sequence space

ℓM =

{

x ∈ w :

∞
∑

k=1

M

(

|xk|

ρ

)

< ∞ for some ρ > 0

}

,

which is called an Orlicz sequence space. The space ℓM is a Banach space with the norm

‖x‖ = inf

{

ρ > 0 :

∞
∑

k=1

M

(

|xk|

ρ

)

≤ 1

}

.

It is shown in [3] that every Orlicz sequence space ℓM contains a subspace isomorphic to

ℓp (p≥ 1).

A sequence M = (Mk) of Orlicz functions is called a Musielak-Orlicz function (see [4,

5]). For more detail about sequence spaces, see [6–26], and references therein.

The notion of a difference operator in the sequence spaces was first introduced by Kız-

maz [27]. The idea of difference sequence spaces of Kızmaz was further generalized by Et

and Çolak [28]. Later, this concept was studied by Bektaş et al. [29] and Et et al. [30]. Now,

the difference matrix � = δnk defined by

δnk =

⎧

⎨

⎩

(–1)n–k (n – 1≤ k ≤ n),

0 (0≤ k < n – 1 or n > k).

The difference operator of order m is defined by �m : w → w, (�1x)k = (xk – xk–1) and

�mx = (�1x)k ◦ (�m–1x)k form ≥ 2.

The triangle matrix �(m) = δ
(m)
nk defined by

δ
(m)
nk =

⎧

⎨

⎩

(–1)n–k
( m

n–k

)

(max{0,n –m} ≤ k ≤ n),

0 (0≤ k < max{0,n –m} or n > k)

for all k,n ∈N and any fixedm ∈ N.

The Lorentz sequence space was introduced by Lorentz [31, 32]. This space plays an im-

portant role in the theory of Banach spaces, whereasGarling [33] studied, for v = (k–1/2)∞k=1,
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the canonical unit vectors of g(v, 1) from a subsymmetric basic sequence that is not sym-

metric. Pujara [34] studied g(v, 2) for v = (k–1/2)∞k=1 and showed that these spaces are uni-

formly convex and that their canonical basis is subsymmetric but not symmetric. The

space from [35] can be viewed as being constructed from variations of g(w, 1) for various

choices of weights and gives a canonical basis that is 1-greedy and subsymmetric but not

symmetric. Both the Garling sequence spaces and the Lorentz sequence spaces are de-

fined by taking the completion of c00 under the norms ‖ · ‖g or ‖ · ‖d , respectively. The

only difference between these norms is that ‖ · ‖g is defined by taking a certain supremum

over subsequences instead of permutations of sequences as is the case for ‖·‖d .Wallis [36]

generalized the construction of Garling for each 1 ≤ p < ∞ and normalized nonincreas-

ing sequence of positive numbers that exhibited complementably homogeneous Banach

Garling space related to the Lorentz sequence space. For more detail about these spaces,

see [37–39], and references therein.

Let us consider the set of weights

V =
{

(vk)
∞
k=1 ∈ c0 \ l1 : 1 = v1 ≥ v2 > · · · ≥ vk ≥ vk+1 ≥ · · · > 0

}

.

Let M = (Mk) be a sequence of Orlicz functions, and let v = (vk)
∞
k=1 ∈ V be a weight, that

is, a sequence of positive scalars. Then the Orlicz-Garling sequence space is defined as the

Banach space consisting of all scalar sequences A = (ak)
∞
k=1 such that

‖A‖g(M,�(m) ,v,p)

= inf

{

ρ > 0 : sup
ψ∈O

(

∞
∑

k=1

(

Mk

(

|�(m)aψ(k)|
pvk

ρ

))

)
1
p

≤ 1 for some ρ > 0

}

,

where O denotes the set of all increasing functions from N to N. We will assume that v is

normalized, that is, v1 = 1. We consider the normed space g(M,�(m), v,p) = {A = (ak)
∞
k=1 :

‖A‖g(M,�(m) ,v,p,) < ∞}.

Let 	 denote the set of permutations on N, and let M = (Mk) be a sequence of Orlicz

functions. Then, for any 1 ≤ p < ∞ and v ∈ V , we define the Orlicz-Lorentz sequence

space d(M,�(m), v,p) as the completion of c00 under the norm ‖ · ‖d(M,�(m) ,v,p) defined by

‖A‖d(M,�(m) ,v,p)

= inf

{

ρ > 0 : sup
̺∈	

(

∞
∑

k=1

(

Mk

(

|�(m)a̺(k)|
pvk

ρ

))

)
1
p

≤ 1 for some ρ > 0

}

.

We consider the normed space d(M,�(m), v,p) = {A = (ak)
∞
k=1 : ‖A‖d(M,�(m) ,v,p,) < ∞}.

The main aim of this paper is to introduce and study some difference Orlicz-Garling

sequence spaces and Orlicz-Lorentz sequence spaces. Using the originally developed

Orlicz-Lorentz sequence space, we show that the Orlicz-Garling sequence space ad-

mits a unique 1-subsymmetric basis. Finally, we discuss some additional geometric

properties of g(M,�(m), v,p) and also establish some inclusion relations between these

spaces.
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2 Main results on g(M,�(m),v,p)

Given a function ψ , we denote by U(ψ) its range. Let M = (Mk) be a sequence of Orlicz

functions, and let v = (vk)
∞
k=1 ∈ V be a weight. Let OA be the set of increasing functions

from an integer interval [1, . . . ,u] ∩N into N. For a given ψ ∈ OA, we denote by u(ψ) the

largest integer in its domain; a function in OA is univocally determined by its range. For

A = (ak)
∞
k=1, we have

‖A‖M,�(m) ,p
g = inf

{

ρ > 0 : sup
ψ∈OA

u(ψ)
∑

k=1

(

Mk

(

|�(m)aψ(k)|
pvk

ρ

))

≤ 1

for some ρ > 0

}

. (2.1)

A Banach space with an unconditional basis is said to have a unique unconditional if any

two seminormalized unconditional bases of X are equivalent.

Nowwe define theweakOrlicz-Lorentz sequence space d∞(M,�(m), v,p) for a sequence

of Orlicz functions M = (Mk) . For v ∈ V and 1 ≤ p < ∞, it consists of all sequences A =

(ak)
∞
k=1 ∈ c0 such that

‖A‖d∞(M,�(m) ,v,p) = inf

{

ρ > 0 : sup
k

(

k
∑

n=1

(

Mk

(

|�(m)a∗
k |vn

ρ

))

)
1
p

≤ 1 for some ρ > 0

}

,

where (a∗
k)

∞
k=1 denotes the decreasing rearrangement of A.

Let (xk)
∞
k=1 be a basis for a Banach space X, and let D =

∑∞
k=1 bkxk be a vector in X. For

any A =
∑∞

k=1 akxk ∈ X, it can be written as A≺ D if

(i) supp(A) ⊆ supp(D),

(ii) ak = bk for all k ∈ supp(A), and

(iii) ‖A‖ = ‖D‖.

We can say that D is minimal in X if it is minimal in X equipped with the partial order

≺, that is, if A ≺ D implies A = D. If D is supported with respect to a basis (xk)
∞
k=1, then

there exists a minimal A≺ D.

A block basic sequence of a basic sequence (xk)
∞
k=1 in a Banach space X is a sequence

(yk)
∞
k=1 of nonzero vectors of the form

yk =

pk+1–1
∑

j=pk

ajxj

for some increasing sequence of integers (pk)
∞
k=1 with p1 = 1 and some (ak)

∞
k=1 ∈ FN.

Theorem 2.1 LetM = (Mk) be a sequence of Orlicz functions, and let v = (vk)
∞
k=1 ∈ V be a

weight. For 1≤ p <∞, we have lp � d(M,�(m), v,p)⊆ g(M,�(m)v,p)⊆ d∞(M,�(m), v,p),

with norm inclusions.
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Proof It is clear that lp � d(M,�(m), v,p). Let ψ ∈ OA, A = (ak)
∞
k=1 ∈ FN, and ̺ ∈ 	 ex-

tending ψ . Then we have

t(ψ)
∑

k=1

(

Mk

(

|�(m)aψ(k)|
pvk

ρ

))

=

t(ψ)
∑

k=1

(

Mk

(

|�(m)a̺(k)|
pvk

ρ

))

≤

∞
∑

k=1

(

Mk

(

|�(m)a̺(k)|
pvk

ρ

))

≤ ‖A‖d(M,�(m) ,v,p).

Taking the supremumonψ , we get ‖A‖g(M,�(m) ,v,p) ≤ ‖A‖d(M,�(m) ,v,p). LetA = (ak)
∞
k=1 ∈ c00.

Given t(ψ) = k and |aψ(n)| ≥ |a∗
k | for 1≤ n ≤ t(ψ) = k, there exists ψ ∈OA such that, for a

given k ∈N, we have

(

k
∑

n=1

(

Mk

(

|�(m)a∗
k |vn

ρ

))

)
1
p

≤

(

k
∑

n=1

(

Mk

(

|�(m)a̺(n)|
pvn

ρ

))

)
1
p

≤ ‖A‖d(M,�(m) ,v,p).

Therefore, ‖A‖d∞(M,�(m) ,v,p) ≤ ‖A‖g(M,�(m) ,v,p), which concludes the proof. �

Let us define some linear functions as follows:

(i) For a given sequence of signs ε = (εk)
∞
k=1, we define the linear mapping

Tε : F
N → FN by Tε((ak)

∞
k=1) = (εkak)

∞
k=1.

(ii) The coordinate projection on B ⊆N is defined by PB : F
N → FN,

PB((ak)
∞
k=1) = (μkak)

∞
k=1, where

μk =

⎧

⎨

⎩

1 if k ∈ B,

0 if n /∈ B.

(iii) Given ψ ∈O, we define the linear mapping Sψ : FN → FN by

Sψ ((ak)
∞
k=1) = (aψ(k))

∞
k=1, and

(iv) we define the linear function Rψ : FN → FN by Rψ ((ak)
∞
k=1) = (bk)

∞
k=1, where

bk =

⎧

⎨

⎩

an if k = ψ(n),

0 if k /∈ ψ(n).

Remark 2.2 Given k ∈N and ψ ∈O, we have Rψ ◦ Sψ = Id
FN

and Sψ (ek) = eψ(k).

Theorem 2.3 Let M = (Mk) be a sequence of Orlicz functions, let v = (vk)
∞
k=1 ∈ V be a

weight, and let 1 ≤ p < ∞. Let ε = (εk)
∞
k=1 be a sequence of signs. Let B be a subset of N, and

let ψ be a linear map in O. Then we have the following:

(i) Tε and PB are norm-one operators from g(M,�(m), v,p) into g(M,�(m), v,p).

(ii) Sψ and Rψ are norm-one operators from g(M,�(m), v,p) into g(M,�(m), v,p).

(iii) Sψ is an isometry from g(M,�(m), v,p) into g(M,�(m), v,p).

(iv) The standard unit vectors form a 1-subsymmetric basic sequence in g(M,�(m), v,p).
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Proof The proof of (i) is clear since it is a consequence of (ii) and Remark 2.2. (iv)

is a consequence of (i), (iii), and Remark 2.2. Therefore, we only prove (ii). Let A =

(ak)
∞
k=1 ∈ FN . It is clear that ‖Tε(A)‖g(M,�(m) ,v,p) = ‖A‖g(M,�(m) ,v,p) and ‖PB(A)‖g(M,�(m) ,v,p) =

‖A‖g(M,�(m) ,v,p). Since ψ ◦ ϕ ∈O, we have

∥

∥Sψ (A)
∥

∥

M,�(m)p

g
= inf

{

ρ > 0 : sup
ϕ∈O

∞
∑

k=1

(

Mk

(

|�(m)aψ(ϕ(k))|
pvk

ρ

))

≤ 1 for some ρ > 0

}

≤ ‖A‖g(M,�(m) ,v,p).

Let us take ϕ ∈O and Rψ (A) = (bk)
∞
k=1. As we know, ψ

–1 ◦ϕ is an increasing function from

a set B ⊆ N to N. Let φ : L → B be increasing and bijective, where L = {k ∈ N : k ≤ |B|}.

Since ξ :ψ–1 ◦ ϕ ◦ φ ∈O ∪OA and k ≤ φ(k) for all k ∈ L, we have

∞
∑

k=1

(

Mk

(

|�(m)bψ(ϕ(k))|
pvk

ρ

))

=

∞
∑

k∈B

(

Mk

(

|�(m)aψ–1◦ϕ(k)|
pvk

ρ

))

=

∞
∑

k∈L

(

Mk

(

|�(m)aξ (k)|
pvφ(k)

ρ

))

≤

∞
∑

k∈L

(

Mk

(

|�(m)aξ (k)|
pvk

ρ

))

≤ ‖A‖g(M,�(m) ,v,p).

Taking the supremum on ϕ, we get ‖Rψ (A)‖g(M,�(m) ,v,p) ≤ ‖A‖g(M,�(m) ,v,p). �

Theorem 2.4 Let M = (Mk) be a sequence of Orlicz functions, let v = (vk)
∞
k=1 ∈ V be a

weight, and let 1 ≤ p < ∞. Suppose A ∈ c00 is minimal in g(M,�(m), v,p) with respect to

the canonical basis. Then

‖A‖g(M,�(m) ,v,p) = inf

{

ρ > 0 :

(

u(ϕ)
∑

k=1

(

Mk

(

|�(m)aϕ(k)|
pvk

ρ

))

)
1
p

≤ 1,

for some ρ > 0

}

, (2.2)

where ϕ ∈OA is determined by U(ϕ) = supp(A).

Proof For given ψ ∈ OA, let ϕ be the function in OA determined by U(ϕ) = U(ψ) ∩

supp(A). Letting φ be the inverse function of ψ restricted to U(ϕ), we have

u(ψ)
∑

k=1

(

Mk

(

|�(m)aψ(k)|
pvk

ρ

))

=
∑

k∈U(ϕ)

(

Mk

(

|�(m)ak|
pvφ(k)

ρ

))

≤
∑

k∈U(ϕ)

(

Mk

(

|�(m)ak|
pvϕ–1(k)

ρ

))

=
∑

k∈u(ϕ)

(

Mk

(

|�(m)aϕ(k)|
pvk

ρ

))

.
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Therefore, we can restrict it to {ψ ∈ OA : U(ψ) ⊆ supp(A)}, so that supremum (2.1) is

attained. Let ϕ ∈ OA with U(ϕ) ⊆ supp(A), and let H be the projection of A onto U(ϕ).

Then, we have

‖A‖M,�(m) ,p
g =

∑

k∈u(ϕ)

(

Mk

(

|�(m)aϕ(k)|
pvk

ρ

))

≤ ‖H‖M,�(m) ,p
g .

Thus, H = A and U(ϕ) = supp(A). �

Theorem 2.5 Let M = (Mk) be a sequence of Orlicz functions, let v = (vk)
∞
k=1 ∈ V be a

weight, and let 1 ≤ p < ∞. Every normalized block basic sequence of the canonical basis of

g(M,�(m), v,p) is 1-dominated by the canonical basis of lp.

Proof Let a normalized block basic sequence be yk =
∑pk+1–1

j=pk
ajgj, k ∈ N. Let us define

k = k(j) ∈ N by pk ≤ j ≤ pk+1 – 1 for j ∈ N. Let (cj)
∞
j=1 =

∑∞
k=1 bkyk and (bk)

∞
k=1 ∈ c00. Let

ψ ∈O, and let for each k ∈N, Lk = {j ∈N : pk ≤ ψ(j)≤ pk+1 – 1} be an increasing interval.

Then, for some sk , uk ∈ N∪ {0}, Lk = {j ∈ N : 1 + sk ≤ i ≤ sk + uk}. We obtain

∞
∑

k=1

(

Mk

(

|�(m)cψ(k)|
pvk

ρ

))

≤

∞
∑

k=1

(

Mk

(

|�(m)bk|
p

ρ

))

∑

j∈Lk

(

Mk

(

|�(m)aψ(j)|
pvj

ρ

))

=

∞
∑

k=1

(

Mk

(

|�(m)bk|
p

ρ

)) uk
∑

i=1

(

Mk

(

|�(m)aψ(i+sk )|
pvi+sk

ρ

))

≤

∞
∑

k=1

(

Mk

(

|�(m)bk|
p

ρ

)) uk
∑

i=1

(

Mk

(

|�(m)aψ(i+sk )|
pvi

ρ

))

≤

∞
∑

k=1

(

Mk

(

|�(m)bk|
p

ρ

))

‖yk‖
M,�(m) ,p
g

=

∞
∑

k=1

(

Mk

(

|�(m)bk|
p

ρ

))

.

Taking the supremum on ψ , we get the following result. �

Theorem 2.6 Let M = (Mk) be a sequence of Orlicz functions, let v = (vk)
∞
k=1 ∈ V be a

weight, and let 1≤ p < ∞. Let (gk)
∞
k=1 denote the canonical basis of g(M,�(m), v,p). Suppose

that yk =
∑pk+1–1

j=pk
ajgj, k ∈ N, forms a block basic sequence in g(M,�(m), v,p). Then there

exists another block basic sequence formed by ŷk =
∑p̂k+1–1

q=p̂k
ajqgq, k ∈N, such that

(i) ajq �= 0 for q ∈N;

(ii) p̂1 = 1;

(iii) (jq)
p̂k+1–1

q=p̂k
is a subsequence of (j)

pk+1–1
j=pk

for each k ∈ N;
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(iv)

‖yk‖g(M,�(m) ,v,p) = ‖ŷk‖g(M,�(m) ,v,p)

= inf

{

ρ > 0 :

(

p̂k+1–1
∑

q=p̂k

(

Mk

(

|�(m)ajq |
pvq–p̂k+1

ρ

))

)
1
p

≤ 1

for some ρ > 0 and for each k ∈N

}

;

(v) (ŷk)
∞
k=1 is 1-dominated by (yk)

∞
k=1.

Proof LetM = (Mk) be a sequence of Orlicz functions, let v = (vk)
∞
k=1 ∈ V be a weight, and

let 1 ≤ p < ∞. Now, for each k ∈ N, we have Bk ⊆ {pk , . . . ,pk+1 –1} such that ifm(j) = #{u ∈

Bk : u≤ j} for each pk ≤ j ≤ pk+1 – 1, then

‖yk‖g(M,�(m) ,v,p)

= inf

{

ρ > 0 :

(

p̂k+1–1
∑

q=p̂k

(

Mk

(

|�(m)ajq |
pvq–p̂k+1

ρ

))

)
1
p

≤ 1 for some ρ > 0

}

.

We suppose that aj �= 0 whenever j ∈ Bk for some k ∈ N. Therefore, for each pk ≤ j ≤

pk+1 – 1, we define

ãj =

⎧

⎨

⎩

aj if j ∈ Bk ,

0 if j /∈ Bk .

Let ỹk =
∑pk+1–1

j=pk
ãjgj in g(M,�(m)v,p) for each k ∈ N. Then (ỹk)

∞
k=1 is a normalized block

sequence in g(M,�(m), v,p), which is 1-dominated by (yk)
∞
k=1.

By defining the sequences (ajq )
∞
q=1 and (p̂k)

∞
k=1 we shall construct the block basic sequence

(ŷk)
∞
k=1. Suppose (ãjq )

∞
q=1 is the subsequence that consists precisely of the nonzero values of

(ãj)
∞
j=1. It is clear that (i) holds and there exist 1 = p̂1 < p̂2 < · · · ∈N such that (ii) ad (iii) also

hold. Now, we find that ‖yk‖g(M,�(m) ,v,p) = ‖ỹk‖g(M,�(m) ,v,p) = ‖ŷk‖g(M,�(m) ,v,p), which yields

(iv). Finally, we have (ŷk)
∞
k=1 ≈1 (ỹk)

∞
k=1 �1 (yk)

∞
k=1 and get (v). �

Theorem 2.7 Suppose M = (Mk) is a sequence of Orlicz functions, v = (vk)
∞
k=1 ∈ V is a

weight, and 1≤ p < ∞. Let (dk)
∞
k=1 denote the canonical basis of d(M,�(m), v,p) and (gk)

∞
k=1

denote the canonical basis of g(M,�(m), v,p). Then every symmetric normalized block se-

quence of (gk)
∞
k=1 dominates (dk)

∞
k=1.

Proof Let M = (Mk) be a sequence of Orlicz functions, let v = (vk)
∞
k=1 ∈ V be a weight,

and let 1 ≤ p < ∞. Take any symmetric normalized block sequence (yk)
∞
k=1 of (gk)

∞
k=1 in
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g(M,�(m), v,p). For any finite sequence (bk)
K
k=1 for K ∈ N, we have

∥

∥

∥

∥

∥

K
∑

k=1

bkdk

∥

∥

∥

∥

∥

d(M,�(m) ,v,p)

= inf

{

ρ > 0 :

(

K
∑

k=1

(

Mk

(

|�(m)b̺(k)|
pvk

ρ

))

)
1
p

≤ 1 for some ρ > 0

}

for some permutation ̺ of {1, . . . ,K}. However, due to symmetry, we can find that C ∈

[1,∞) such that (yk)
∞
k=1 is C-equivalent to all its subsequences and C-dominates (gk)

∞
k=1.

Therefore,

∥

∥

∥

∥

∥

K
∑

k=1

bkdk

∥

∥

∥

∥

∥

d(M,�(m) ,v,p)

=

(

K
∑

k=1

(

Mk

(

|�(m)b̺(k)|
pvk

ρ

))

)
1
p

≤ C2

∥

∥

∥

∥

∥

K
∑

k=1

bkdk

∥

∥

∥

∥

∥

g(M,�(m)v,p)

.

It gives that (yk)
∞
k=1 C

2-dominates (dk)
∞
k=1 �

Theorem 2.8 Let M = (Mk) be a sequence of Orlicz functions, let v = (vk)
∞
k=1 ∈ V be a

weight, and let 1≤ p < ∞. Let (gk)
∞
k=1 denote the canonical basis of g(M,�(m), v,p). Suppose

yk =
∑pk+1–1

j=pk
ajgj forms a normalized block basic sequence and satisfies limj→∞ aj = 0. Let

(ŷk)
∞
k=1 be the sequence fromTheorem 2.6 corresponding to (yk)

∞
k=1.Then for each ε > 0, there

exists a subsequence (ykn )
∞
n=1 that is (1 + ε)-equivalent to the canonical basis (ak)

∞
k=1 such

that (ŷkn )
∞
n=1 is (1 + ε)-complemented in g(M,�(m), v,p).

Proof The first part of the proof follows that of Lemma 1 in [38]. Let ε > 0, and let ŷk =
∑p̂k+1–1

q=p̂k
ajqgq form a normalized block basic sequence as defined in Theorem 2.6, and let

ψ ∈ (0, 1) be such that ψ–1/p ≤ ψ1 < 1 + ψ . We claim that there exists a block sequence

of the form zk =
∑lk+1–1

q=lk
bqgq for n ∈N and a subsequence (ŷkn )

∞
k=1 satisfying the following

two properties for every n ∈N:

(i) The coefficients of zk are the same as the coefficients of ŷkn , that is,

ln+1 – ln = p̂kn+1 – p̂kn and bln+q = âjp̂kn+1
for q = 0, . . . , ln+1 – ln – 1, and

(ii)
∑ln+1–1

q=ln
(Mq(

|�(m)bq|
pvq

ρ
))≥ ψ .

Let l1 = 1 and define ln for some n ∈N. Since vk → 0, we have i ∈ N such that

i+ln
∑

q=i+1

M
(

|vq|
)

<
1 –ψ

2
.

Since ajq → 0, we have p̂k+1 – p̂k → ∞. Therefore, for any h ∈ N such that p̂h+1 – p̂h > i+ ln,

we have M(|ajq |
p) < 1–ψ

2i
for all q ≥ p̂h. Let ln+1 = p̂h+1 – p̂h + ln and bln+q = ajp̂h–q

for all

q = 0, . . . , ln+1 – ll – 1. Since ŷkn = ŷh satisfies (i), by property (iv) of Theorem 2.6 we have

1 = ‖ŷh‖
M,�(m) ,p
g = inf

{

ρ > 0 :

p̂h+1–1
∑

q=p̂h

(

Mq

(

|�(m)ajq |
pvq–p̂h+1

ρ

))

≤ 1 for some ρ > 0

}

,
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and thus we have

ln+1–1
∑

q=ln

(

Mq

(

|�(m)bq|
pvq

ρ

))

=

p̂h+1–1
∑

q=p̂h

(

Mq

(

|�(m)ajq |
pvq+ln–p̂h

ρ

))

=

p̂h+1–1
∑

q=p̂h

(

Mq

(

|�(m)ajq |
pvq–p̂h+1

ρ

))

–

p̂h+1–1
∑

q=p̂h

(

Mq

(

|�(m)âq|
p(vq–p̂h+1 – vq+ln–p̂h )

ρ

))

= 1 –

p̂h+1–1
∑

q=p̂h

(

Mq

(

|�(m)ajq |
p(vq–p̂h+1 – vq+ln–p̂h )

ρ

))

–

p̂h+1–1
∑

q=p̂h+i

(

Mq

(

|�(m)ajq |
p(vq–p̂h+1 – vq+ln–p̂h )

ρ

))

. (2.3)

Since (vq)
∞
q=1 is nonincreasing with 0 < vq ≤ 1 for q ∈N and ln ≥ 1, we obtain 0≤ vq–p̂h+1 –

vq+ln–p̂h < 1 for q ∈N. Since there are i values between p̂h and p̂h + i–1 and alsoM(|ajq |
p) <

1–ψ

2i
for all q ≥ p̂h, we have

p̂h+1–1
∑

q=p̂h

(

Mq

(

|�(m)ajq |
p(vq–p̂h+1 – vq+ln–p̂h )

ρ

))

<

p̂h+1–1
∑

q=p̂h

(

Mq

(

|�(m)ajq |
p

ρ

))

<
1 –ψ

2i

p̂h+1–1
∑

q=p̂h

M(1) =
1 –ψ

2
. (2.4)

Since M(|ajq |
p) < 1–ψ

2i
< 1 for all q ≥ p̂h,

∑i+ln
q=i+1M(|vq|) <

1–ψ

2
, and p̂h+1 + ln – 2 ≥ p̂h+1 – 1,

we have

p̂h+1–1
∑

q=p̂h+i

(

Mq

(

|�(m)ajq |
p(vq–p̂h+1 – vq+ln–p̂h )

ρ

))

<

p̂h+1–1
∑

q=p̂h+i

(

Mq

(

vq–p̂h+1 – vq+ln–p̂h
ρ

))

<

p̂h+i+ln–1
∑

q=p̂h+i

(

Mq

(

vq–p̂h+1

ρ

))

<
1 –ψ

2
. (2.5)

Combining (2.3), (2.4), and (2.5), we obtain (ii). This completes the proof of our claim.

Let us prove that a block basic sequence (zk)k=1 in g(M,�(m), v,p) dominates the canon-

ical basis (Ak)
∞
k=1 for lp. For K ∈ N, let (ck)

∞
k=1 be any finite sequence of scalars. Then we
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have

ψ

K
∑

k=1

(

Mk

(

|�(m)ck|
p

ρ

))

≤

K
∑

k=1

(

Mk

(

|�(m)ck|
p

ρ

)) lk+1–1
∑

q=lk

(

Mq

(

|�(m)bq|
pvq

ρ

))

≤

∥

∥

∥

∥

∥

K
∑

k=1

ckzk

∥

∥

∥

∥

∥

g(M,�(m) ,v,p)

.

Therefore,

(

K
∑

k=1

(

Mk

(

|�(m)ck|
p

ρ

))

)
1
p

≤ ψ1/p

∥

∥

∥

∥

∥

K
∑

k=1

ckzk

∥

∥

∥

∥

∥

g(M,�(m) ,v,p)

.

Thus, (Ak)
∞
k=1 is ψ–1/p-dominated by (zk)

∞
k=1. On the other hand, (zk)

∞
k=1 is 1-equivalent to

(ŷkn )
∞
k=1 by (i) with 1-subsymmetry of (gk)

∞
k=1. By property (v) in Theorem 2.6 the sequence

(ŷk)
∞
k=1 is 1-dominated by (yk)

∞
k=1, and byTheorem2.5 the sequence (ykn )

∞
n=1 is 1-dominated

by (Ak)
∞
k=1. Now, we have

(Ak)
∞
k=1 �ψ–1/p (zk)

∞
k=1 ≈1 (ykn )

∞
n=1 �1 (Ak)

∞
k=1, (2.6)

and thus (ykn )
∞
n=1 is ψ–1/p-equivalent and hence (1 + ε)-equivalent to (Ak)

∞
k=1.

To show that (ŷkn )
∞
n=1 is (1 + ε)-complement in g(M,�(m), v,p), we will follow the

proof of Lemma 15 in [39]. Let us define the sequence z̃n =
∑ln+1–1

q=ln
(Mq(

|�(m)bq|
pgq

ρ
)) for

n ∈ N. Let P extend to a linear operator on (gj)
∞
j=1. For each n ∈ N, we obtain Pz̃n =

P
∑ln+1–1

j=ln
(Mj(

|�(m)bj|
pgj

ρ
)) = ẑn, so that P is the projection onto (z̃n)

∞
n=1. Also by Theorem 2.5,

(z̃n)
∞
n=1 is 1-dominated by (An)

∞
n=1. Since (ii) holds for each (cj)

∞
j=1 ∈ c00, we get

∥

∥

∥

∥

∥

P

∞
∑

j=1

cjgj

∥

∥

∥

∥

∥

M,�(m) ,p

=

∥

∥

∥

∥

∥

P

∞
∑

n=1

ln+1–1
∑

j=ln

cjgj

∥

∥

∥

∥

∥

M,�(m) ,p

≤ ψ–p

∞
∑

n=1

∣

∣

∣

∣

∣

ln+1–1
∑

j=ln

(

Mj

(

cj|�
mbj|

p–1vj

ρ

))

∣

∣

∣

∣

∣

p

.

Then by the Hölder’s inequality with p
p–1

conjugate to p and by

�m(cj)
∣

∣�mbj
∣

∣

p–1
vj =

(

�m(cj)v
1/p
j

)(
∣

∣�mbj
∣

∣

p–1
v
(p–1)/p
j

)

with
∑ln+1–1

j=ln
(Mj(

|�(m)bj|
pvj

ρ
))≤ ‖zn‖

M,�(m) ,p = 1 we have

ψ–p

∞
∑

n=1

∣

∣

∣

∣

∣

ln+1–1
∑

j=ln

(

Mj

(

�m(cj)|�
mbj|

p–1vj

ρ

))

∣

∣

∣

∣

∣

p

≤ ψ–p

∞
∑

n=1

ln+1–1
∑

j=ln

(

Mj

(

|�(m)cj|
pvj

ρ

))

≤ ψ–p

∥

∥

∥

∥

∥

∞
∑

j=1

cjgj

∥

∥

∥

∥

∥

M,�(m) ,p

g

.
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Therefore, P is bounded by ψ–1, and thus there is a ψ–1-bounded continuous extension P̃

in L(g(M,�(m), v,p)), where P̃ is the projection onto (z̃n)
∞
n=1. Now define some operators

1, �1, 2, �2 ∈L(g(M,�(m), v,p)) such that

ŷkn
1
−→ zn

2
−→ z̃n and z̃n

�2
−→ zn

�1
−→ ŷkn (2.7)

for all n ∈ N. Note that 2�2 = �22 = Ig(M,�(m) ,v,p). By the 1-unconditionality of (gk)
∞
k=1

these are all norm-one operators, and all these satisfy the mappings in (2.7). Let us form

the operator

�1�2P̃12 ∈L
(

g
(

M,�(m), v,p
))

.

Therefore it is a projection onto (ŷkn )
∞
n=1. This gives the desired result. �
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