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Abstract Malaria a global pandemic has engulfed nearly

0.63 million people globally. It is high time that a cure for

malaria is required to stop its ever increasing menace. Our

commentary discusses the advent and contribution of ge-

netic algorithm (GA) in the drug discovery efforts towards

developing cure for malaria. GAs are computational

models of Darwinian evolution, ideally capture and mimic

the principles of genetic variation and natural selection to

evolve good solutions through multiple iterations on the

space of all possible candidate solutions, called the search

space, to a given optimization problem. Herein we will

discuss the applications, advantages, disadvantages and

future directions of GA with respect to malaria.
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Introduction

Due to the continual intensification of the resistance of the

malaria parasite to antimalarial drugs and the malarial

mosquito to insecticides, efforts to adequately control the

malaria situation in many tropical countries are coming un-

der pressure (Bloland 2001). This, in conjunction with a

projected climate change substantially increases malaria

risks in the days to come (Patz et al. 2005). Malaria menace

causes high mortality especially in Africa and other un-

derdeveloped countries. Another potential problem involves

unavailability of vaccination (the most potent remedy).

Thoughmalaria deaths in 2010were reduced by a third of the

estimate from 2000, mainly because of the widespread usage

of insecticide-treated nets and artemisinin-based combina-

tion therapies (Howitt et al. 2012) again now, it is on a rise

due to reduced sensitivity to artemisinin therapy, in accor-

dance with the emergence of parasite resistance to all partner

drugs, and also due to its inherent paucity in further identi-

fying appropriate small molecules for therapeutic purposes.

Hence novel strategies involving both pharmaceutical and

nonpharmaceuticals approaches are required to identify ro-

bust long term solutions to eradicate malaria.

In this respect metaheuristics play an important role.

Several novel metaheuristics viz. genetic algorithm (GA),

ant colony optimization (ACO) (Dorigo and Stützle 2004),

polar swarm optimization (PSO) (Eberhart 1996) and etc.

are used in understanding and eradicating malaria at various

levels and facets. Some of these metaheuristics have been

successful to some extent to tackle malaria with promises of

further improvement and some of them failed. Herein we

discuss few diverse case studies ranging from in silico de-

sign of antimalarial small molecules to tracking and map-

ping malaria under climate change scenarios where genetic

algorithm has been successfully implemented.

Genetic algorithms comprise a class of optimization

routines that are essentially population-based search meta-

heuristics. Initially developed by Holland for addressing

problems of adaptive systems in domains that are charac-

terized by both, enormous search spaces and objective

functions with nonlinearities (multiple local optima), dis-

continuities, high dimensionality and noise. GA provides a
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highly efficient search procedure to effectively address the

problem of optimization in such ‘difficult’ domains (Hol-

land 1975; Goldberg and Holland 1988; Goldberg 1989;

Mitchell 2004; Reeves and Rowe 2002).

GA are a large class of routines, where each member of

the class is characterized by the following criteria: (1) a

nonzero population of well-defined structures agents

(structures), (2) action of the agents in an environment, (3)

evaluation of the performance of each of the agents using a

fitness score, (4) creating new populations using this score

as the input and ranking the agents according to their re-

spective scores, (5) selecting the agents with better per-

formance scores, (6) modifying the selected agents through

stochastic genetic operators.

Of a multitude of evolutionary search routines that are

current in scholarly literature and get labelled as genetic

algorithm, we shall remain confined to the application of

Simple Genetic Algorithm (SGA) as a tool to study the

problem set in this paper (Vose 2007).

SGA is a triple CðX;=; gÞ, where the components are as

below: X is the search space comprising agents represented

as binary strings which are the candidate solutions for a

given optimization problem. I is an exogenously defined

fitness function andgis the search heuristic acting on a

nonzero population of the candidate strings.

The fitness function I is an injective map from X to <,
and defines the environment for the evolutionary scheme. It

evaluates each string xi; i ¼ 1; 2; . . .; Xj j and declares a

fitness score. The heuristic g comprises three stochastic

operators: the selection operator w, the crossover operator

v and the mutation operator l.
The operator w maps the simplex K representing the

population of agents at a given generation Pt to the search

space X:

w:K ! X

Being a non-explorative operator, the selection operator

does not generate any new string in the population. The

crossover operator v acts on a pair of elements of the

search space,

v:X� X ! X

x; yð Þ 7! v x; yð Þx; y 2 X

The two elements x; y 2 X on which v acts are the parent

strings, yielding two offspring strings as a result of the

crossover operation. The crossover point is a randomly

selected bit position from the interval 0; l� 1½ �. The off-

spring thereby ‘inherits’ blocks of loci from both the par-

ents, giving rise to the exchange of information between

trial solutions. Traditionally, the value of probability of

action of the operator v is significant, ranging between 0.6

and 0.8.

The mutation operator l acts on one single string x and

changes the binary character at a locus on the string to

obtain a different string:

l : X ! X

xi ! xj

The probability of action of l is generally taken to be

small, of the order of 10-3.

The two operators v and l act independently of one

another on the population of strings, producing the mixing

H of the strings. The heuristic g effectively is then the

composition of the selection W and the mixing

H: g ¼ H �W.

The net effect of the heuristic is the creation of new

strings in the search space with a spectrum of fitness val-

ues, resulting in a very efficient sampling plan. One may

thus expect subsets of the search space X containing strings

of similar profile and sharing a particular set of fitness

score (schema) to emerge and evolve dynamically.

Modern day drug discovery utilize in silico techniques

to find the ideal drug molecule through virtual screening of

large number of compound libraries (virtual) designed with

suitable reagents (chemical reactants used to prepare

molecules). Number of compounds in these virtual com-

binatorial libraries are usually huge (in the order of mil-

lions!!!) and increases with the increase in the number of

reagents. However the aforementioned library size and the

related computational complexity by its very nature pose a

serious challenge for an efficient optimization of the search

mechanism to identify high performance molecules within

searchable limits. To solve this problem and to make the in

silico technique more robust genetic algorithm is often

used. It is noteworthy that use of genetic algorithm is not

only confined to in silico techniques but encompasses

various applications in drug discovery which involve

generation of better solutions. GA have emerged as one of

the most favourable applications essentially because of this

characteristics to mimic natural selection. To evolve good

solutions, there must exist a measure associated with each

individual candidate member of the search space, in order

to distinguish the good candidate solutions from the bad

ones on the basis of this measure. This required measure is

provided by assigning a fitness function, which is often

derived from the objective function to be optimized, and is

used in successive genetic iterations (Mitchell 2004). In all

applications of GAs, the goal is to find individual solutions

from the search space that have the optimum fitness value.

Herein we discuss few case studies involving GA to-

wards eradicating malaria. We primarily focus on ligand

receptor docking studies, QSAR studies towards novel

antimalarial small molecules and also application of GA in

ecological mapping of various malaria vectors.
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In a recent example Al-Safi and Alshaikhli used GA

(with Autodock 4.2, popular docking simulation software)

in identifying most promising drug candidate (among 20

drugs) for malaria through ligand receptor docking studies

(Al-Safi and Alshaikhli 2012). This case study assess the

application of GA, in ligand-receptor docking experiment.

Herein an antimalarial small molecule was docked on the

protein falcipan-2, which plays a significant role in the life

span of P. Falciprum (Parasite P. Falciparum (the parasite

that causes malaria)) (Breman et al. 2004). The crystal

structure of the falcipan 2 was obtained from the protein

databank (.pdb), with 3D coordinates as 2GHU.pdb. The

drugs were downloaded from Pubchem chemical database.

Autodock 4.2 applied Lamarckian Genetic Algorithm to

optimize the binding of the ligand (the drug molecule) to

the protein. Chromosomes are represented as vectors of

real numbers where each vector component represents a

gene. The individual chromosomes have genes represent-

ing ligand translation, ligand orientation and for confor-

mation. Additionally a particular ligand–protein complex

orientation is unique and is an ‘‘individual’’ in its GA. In

general the chromosomes are represented as vector of real

numbers. The table below below (Table 1) depicts the GA

chromosomes in the autodock. The translational genes are

represented by Tx, Ty and Tz and indicates the centre of the

ligand in 3-D space, the quaternary genes represented by

Qx, Qy, Qz and Qw represents the angle of n-rotatable bonds

in the ligands.

The best molecule is selected on the basis of the total

binding energy between the ligand and the protein, where

lower energy indicates stronger binding. After docking of

2GHU.pdb against twenty antimalarial compounds Dion-

copeltine A was identified as the best binder with lowest

binding energy of 8.6 kcal/mole. The med-chem descriptors

of Dioncopeltine A adheres to lipinsky’s rule of 5 [hydrogen

bond donor (HBD), hydrogen bond acceptor (HBA),

molecular weight, LogP and polar surface area (PSA), of

drug-able compounds] thereby making Dioncopeltin A as

the most potential candidate against malaria in this study.

This is case study, illustrates effectiveness of GA

metaheuristics in designing appropriate drug molecules.

This successful endeavor surely opens a window of op-

portunity to apply this among a wider variety of com-

pounds which are not only drugs but also novel

compounds.

In another example, Behesti et al. described developing

a QSAR model for predicting antimalarial activity of urea

derivatives using genetic algorithm-multiple regression

(Behesti et al. 2012). There were a set of 68 urea

compounds containing alkyl-benzopyrazine substitution (1)

and aryl indoline substitution (2) (Fig. 1). As the name

suggests QSAR or quantitative structure activity relation-

ship model, develops a correlation between a molecule’s

2D or 3D structural descriptors and its biological activity

against a specific (for example in this case, malaria) or

general therapeutic areas. The usefulness of this correlation

model resides on it effective prediction of biological ac-

tivity of any molecules based described by the same set of

descriptors.

In order to develop an appropriate QSAR model it is

extremely important to generate a robust set of molecular

descriptors which truly represents the molecule’s charac-

teristics. GA plays a key role in this step. As in the case of

several other genetic algorithm triggered operations, here

too the GA cycle is repeated to ensure generation of sat-

isfactory descriptor set. In this case an ideal group of

molecular descriptors identified by GA were constitutional,

topological, geometrical, electrostatic and quantum me-

chanical. Once the model is developed, the QSAR was

performed on available 68 IC50 oral data based on these

molecular descriptors. In QSAR analysis, the quality of a

model is adjudged by its fitness and predictability accord-

ingly this model was validated and the results indicated that

it was robust and the predictive ability was consistent and

dependable to design novel antimalarial compounds.

As mentioned earlier, applications of GA is not only

restricted to drug discovery but encompasses any problems

that are searching real solutions. Such a problem and its

potential solution is discussed in the following example

(Tonnag et al. 2010). Female Anopheles mosquito the most

potent and active vector of malaria are sensitive to climate

changes and have a tendency to shift locations in search of

favorable condition for proliferation. This is a point of

major concern for tackling malaria. Tonnang et al. have

developed a model to predict and map the redistribution of

female Anopheles mosquito under climatic changes, based

on prior data on geographical range of vectors and malaria

distribution. Genetic algorithm for rule set prediction

model was applied to predict the geographical and eco-

logical distribution of three species of Anopheles mosquito,

A. gambie, A. arabiensis and A. quadriannulatus. Ac-

cordingly a model was developed through calibration of

CLIMEX parameters. The model estimated possible

Table 1 Representation of GA chromosomes in Autodock 4.2

Tx Ty Tz Qx Qy Qz Qw R1 R2
Fig. 1 Motifs for QSAR modelling
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geographical distribution and seasonal influx of the species

w.r.t. various climatic factors viz. temperature, rainfall,

relative humidity and etc. that defines the living environ-

ment for Anopheles mosquitoes. The accumulated data

were then analyzed and the distribution of the mosquitoes

was mapped. The study indicated that these mosquitoes

dwell into south and east of Africa rather than delocalizing

into different climatic environment. This study helped in

early planning and developing sustainable measures for

climate change and the adaptation of malaria vector control

in Africa. This proof of concept can be applied to various

anopheles infested regions in the world and thereby cre-

ating preventive measures to stop their redistribution.

These examples of GA indicate opportunities to alter

and improve the process drug development to generate cure

via augmenting the existing methods. They are still in there

nascent stage and requires substantial polishing to reach to

the level where they can be used for the good of mankind.

These studies are successful proof of concepts and can be

taken forward to the next step. GA based in silico tech-

nique has shown remarkable improvement in robustness

and accuracy. Mankind has already been cornered in his

battle with malaria. Conventional techniques have failed to

address the problem. Hence out of the box strategies like

GA are our hope to turn the tides in our favor.
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