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Effect of topography on the wetting of nanoscale
patterns: experimental and modeling studies†

H.S. Grewal,a Il-Joo Cho,a Jae-Eung Ohb and Eui-Sung Yoon*a

We investigated the influence of nanoscale pattern shapes, contours, and surface chemistry on wetting

behavior using a combination of experimental and modeling approaches. Among the investigated topo-

graphical shapes, re-entrant geometries showed superior performance owing to their ability to restrain

the liquid–air interface in accordance with Gibbs criteria. The wetting state is also controlled by the

surface texture in addition to the surface chemistry. Topographies with smaller intrinsic angles are better

able to support the liquid droplet. Based on these observations, two geometrical relationships for design-

ing superhydrophobic patterns exhibiting the Cassie–Baxter state are proposed. A detailed analysis of the

simulation results showed the presence of viscous forces during the initial transient phase of the droplet

interaction with the solid surface even at negligible normal velocity, which was verified experimentally

using a high-speed imaging technique. During this transient phase, for a polystyrene surface, the liquid

front was observed to be moving with a radial velocity of 0.4 m s−1, which gradually decreased to almost

zero after 35 ms. We observed that the viscous energy dissipation density is influenced by the surface

material and topography and the wetting state. The viscous energy dissipation density is minimal in the

case of the Cassie–Baxter state, while it becomes quite significant for the Wenzel state. The viscous

effects are reduced for topographies with smooth geometries and surfaces with high slip length.

1 Introduction

Wetting is a surface phenomenon involving complex inter-

actions among the participating phases. Both the surface

chemistry and topography significantly influence the wetting

behavior. Lowering the surface energy helps develop a hydro-

phobic/omniphobic surface and vice versa. In addition to the

chemistry, the shape and size of features present on the

surface also control wetting.1 The increase in roughness on

both the micro and nanoscale tends to promote the inherent

hydrophobic/hydrophilic nature of the surface.2,3 It helps

develop superhydrophobic (apparent contact angle θ* > 150°

with water) and superhydrophilic surfaces (θ* ≈ 0°). Super-

hydrophobicity can help reduce drag in micro/nanoelectro-

mechanical systems, submarines, and other submerged machine

components such as propellers.2 It also ameliorates the self-

cleaning, anti-fogging, and anti-corrosion properties of sur-

faces. To obtain superhydrophobic/superhydrophilic surfaces,

patterning is normally recommended. The topographical para-

meters such as shape, pitch, height, and lateral dimensions

influence the wetting of patterned surfaces.4–8 The lotus leaf

and the rose petal show the interesting effects of topography

on wetting. Mimicking their structures has helped develop

superhydrophobic surfaces with low and high adhesion.9 Simi-

larly, mimicking the surface topography of the shark scale

helps reduce the drag coefficient.10 The unique microstructure

on the over-wings of the desert beetle helps collect and deliver

water to its mouth.11 Other species might also have developed

similar traits to adapt to the local biosphere.12 An in-depth

understanding of these diversities is required to explore their

practical implications. An effective and efficient modeling and

simulation tool will definitely help accomplish this task.

In the literature, various different models have been pro-

posed to predict the contact angle and wetting state. Wenzel13

and Cassie and Baxter14 modified the classical Young’s model

to include the real surface microstructure. They concluded

that the roughness of the surface and entrapped air signifi-

cantly influence wetting. Other models have also been pro-

posed to predict the contact angle and wetting state.15–21

Marmur22 showed that a Gibbs free energy (GFE) approach can

be successfully used in wetting studies. Choi et al.23 showed

that modification of the Cassie–Baxter (CB) model is required

for enhancing its predictability. Although predicting the

wetting state is a challenging task, its knowledge is important

to anticipate the rolling angle and contact angle hysteresis.24,25

The Wenzel state is generally associated with high adhesion,†Electronic supplementary information (ESI) available. See DOI: 10.1039/c4nr04069d
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whereas the CB state promotes rolling of the droplet. Bico et al.15

and Quéré1 proposed a model by equating surface energies

associated with Wenzel and CB states to predict the wetting

state:

cos θc ¼
f s � 1

r � f s
; ð1Þ

where θc is the critical contact angle, fs is a function of the

solid fraction (fraction of the solid surface occluded by the

liquid), and r is the roughness parameter (ratio of actual to

projected surface area).

Further, using the Gibbs free energy theory, Marmur22,24

and Tuteja et al.7 proposed modeling approaches that can help

predict the contact angle and wetting state of a patterned

surface. However, the limitation of this approach (the inability

to investigate the influence of the different physical para-

meters – temperature, velocity of the droplet, and pressure)

needs to be addressed. Numerical modeling might help

address this limitation. Šikalo et al.26 used the volume of the

fluid method to model the effect of a liquid droplet on a flat

surface. Their simulation results were in agreement with the

experimental data. Ganesan27,28 used numerical simulations

to compare different contact angle models. The lattice Boltz-

mann method has also shown promising results for chemically

and geometrically patterned surfaces.29–35 However, an

approach that can readily model the wetting of different topo-

graphical shapes with the required accuracy under a different

set of operating conditions is still required. This study aims to

fill this gap by investigating the classical finite-element-based

numerical simulation technique. We will demonstrate with

sufficient experimental and theoretical validation that the

finite element method (FEM) can be effectively used to help

understand the wetting phenomenon. A detailed analysis

helped formulate two simple design constraints to obtain

superhydrophobic patterns. The FEM results also showed the

presence of a transient stage, preceding the steady state

(during static contact angle experiments), supported by high-

speed imaging experiments. During this transient stage,

dynamic interaction between the liquid droplet and the solid

surface gave rise to viscous forces. To demonstrate the versati-

lity of the FEM approach, we also used it to predict the wetting

of the egg-beater/crown-shaped structure of the Salvinia

molesta fern. Owing to the practical limitations imposed by its

intricate shape, the wettability of this topography was largely

unexplored.

2 Experimental details

In the present work, four types of patterns with different topo-

graphies were fabricated using the capillary force lithography

technique, and are shown in Fig. 1. Their dimensions and

other details are given in the ESI (Table S1†). The detailed fab-

rication procedure is shown in Fig. S1.† Polyurethane acrylate

(PUA) molds were used to fabricate the cylindrical and dome-

shaped patterns. These PUA molds were fabricated from Si

master molds developed using photolithography and reactive

ion etching techniques. The PUA molds were placed on poly-

styrene (PS) coated Si wafers with a uniform pressure of 20 g

cm−2. The PS coating on the Si wafers was obtained using the

spin-coating technique followed by heating at 115 °C for

5 min. The cylindrical and dome-shaped patterns were fabri-

cated by controlling the curing temperature during the

molding process (Fig. S1†). Hierarchical polymethylmetha-

crylate (PMMA) patterns were also developed using a similar

approach, as shown in Fig. S1.† The curing temperature used

in this case was 175 °C (2 h) for microscale structures (Step B)

and 120 °C (5 min) for nanoscale features (Step D). The fabrication

Fig. 1 Scanning electron micrograph showing (a) dome shaped patterns with a magnified image in the inset, (b) cylindrical patterns, (c) mushroom

patterns with flat tops, (d) mushroom patterns with round tops and (e) hierarchical patterns with a magnified image in the inset showing the nano-

scale features.
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details for the mushroom-shaped pattern are also given in

Fig. S1.† The fabricated patterns were also coated with a

20 nm thick layer of polytetrafluoroethylene (PTFE) using the

C4F8 plasma activation method operating at 800 W and 15 Torr

pressure. The wetting studies were carried out using the sessile

drop method with a 5 µL deionized water droplet and a stabili-

zation time of 5 s for five identical samples.

3 Modeling
3.1 Theoretical modeling

The Gibbs free energy (GFE) approach was used for theoretical

modeling of the wetting process. In the GFE approach, the

change in the GFE density function was calculated following

the procedure (eqn (2)) proposed by Tuteja et al.7 and Bittoun

and Marmur:24

G* ¼ γπR2ð�2� 2 cos θt � sin2 θtðRϕf s cos θt þ f s � 1ÞÞ
4πRo

2
; ð2aÞ

R ¼ Ro

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4

2� 3 cos θt þ cos3 θt

3

r

: ð2bÞ

Here, G* is the GFE density, γ is the liquid–air surface

tension, θt is the temporary apparent contact angle, R is the

radius of the drop in contact with the surface, Ro is the original

radius of the drop at h = 0, where h is the fraction of the

pattern height, and Rϕ is the ratio of the actual wet area to the

projected wet area. A code was developed using Matlab 7.10

software wherein the values of θt and h were simultaneously

varied from 0° to 180° and from 0% to 100%, respectively, in

steps of 1° and 1%. This method has been successfully vali-

dated by Tuteja et al.7 and is useful for predicting the wetting

state and apparent contact angle θ*. To determine θ* and the

wetting state corresponding to the global energy minimum, θt
and h were simultaneously varied. Plots showing the variation

of the Gibbs energy density function with θt and h were pre-

pared for each case. The values of θt and h corresponding to

the global minimum provide an estimation of θ* and the

wetting state. For h ≈ 0%, the CB state exists, while for h ≈

100%, the Wenzel state (fully wetted) exists. In between, the

values of h indicate a metastable state.

3.2 Numerical modeling

FEM was used for numerical modeling of the wetting process.

An axisymmetric model of the domain of interest was developed

using Comsol Multiphysics 4.3a software, as shown in

Fig. S2.† The various boundary conditions used for the model-

ing are shown in Fig. S2.† Fig. S3† shows the meshed domain

used for different types of patterned surfaces. Triangular

elements with the multiscale meshing scheme were used to

discretize the domain. The use of multiscale meshing helped

to optimize the computation time and resources. Compu-

tational fluid dynamics simulations were performed using the

multiphase level set method because of its ability to capture

surface tension effects. The level set method is a conventional

method used to define the interface between two fluids.36 In

the level set method, eqn (3) is solved in addition to the

Navier–Stokes (eqn (4)) and continuity equations (eqn (5)).

@ϕ

@t
þrðϕuÞ þ λ r ϕ 1� ϕð Þ rϕ

rϕj j

� �� �

� εr�rϕ

� �

¼ 0; ð3Þ

ρ
@u

@t
þ uru

� �

�rðμðruþruTÞÞ þ rp ¼ Fst; ð4Þ

ðruÞ ¼ 0: ð5Þ

Here, ϕ is the level set function: 1 for air and 0 for the

liquid phase. ϕ = 0.5 represents the interface between two

fluids. ρ is the density, μ is the dynamic viscosity, ε is the thick-

ness of the transition layer, and λ is the reinitialization para-

meter. u and p are the velocity and pressure, respectively. Fst
is the surface tension force, and was calculated using

Fst ¼ rT; ð6Þ

T ¼ γðI � ðnnÞTÞδ: ð7Þ

Here, I is the identity matrix, n is the normal to the inter-

face, γ is the surface tension, and δ is the Dirac delta function:

δ ¼ 6jϕð1� ϕÞjjrϕj: ð8Þ

A time dependent solver was used and each simulation was

run for a total time of 100 ms with a step size equal to 0.1 µs.

This time frame was found to be sufficient for the droplet to

attain a steady state.

4 Results and discussion
4.1 Wetting state

4.1.1 Modeling and simulation. The wetting states that

were predicted using eqn (1), the GFE approach, and the FEM

for the different cases (Table S1†) are shown in Table S2.† To

identify the wetting states from the FEM results, volume frac-

tion plots were constructed (Fig. 2). In the GFE approach, plots

of the Gibbs energy density function ΔG* with the temporary

contact angle θt and the fraction of pattern height immersed

in water h were used to determine the global energy minima

(insets in Fig. 2). The wetting states and contact angle can be

determined from these plots, as discussed earlier (section 3.1).

Examples of the Wenzel and CB states are shown in Fig. 2a

and b, respectively. In the first case, the FEM results show

completely submerged cylindrical patterns. The GFE results

also show global minima of free energy for 100% intrusion of

the liquid corresponding to a contact angle of 125°. In the case

of the CB state, the FEM results show the liquid–air interface

supported on top of mushroom patterns, complementing the

GFE results. The contact angle from the FEM can be estimated

from the predicted droplet shapes, which is also shown in the

insets in Fig. 2. The experimental and simulated droplet

shapes were similar. A metastable state is shown in Fig. 2c.

Intrusion of the liquid–air interface was observed. For intru-

sion depths less than 70%, the metastable state can prevail.37
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The summary of the results in Table S2† highlights the consist-

ency between the GFE approach and the FEM. Furthermore, in

agreement with the GFE approach, the FEM also predicted a

transition from the CB to the Wenzel state for PTFE cylindrical

patterns, with the increase in pitch P from 500 to 1000 nm

(Fig. S4†). This transition occurring at P ≈ 3D (diameter) is

because of the increased sagging depth of the liquid–air inter-

face (Fig. S5†). The increase in P will increase the sagging of

the liquid–air interface supported by adjacent pillars. Furthermore,

Quere’s model (eqn (1)), although simple in structure, was also

able to identify the wetting state with some accuracy. The

major drawbacks of this model include the inadequacy to

determine the metastable state and the need for experi-

mentally determined θ*. However, the GFE approach and the

FEM are free from such drawbacks and can successfully deter-

mine the wetting state.

At this stage, it would be natural to ask about the advan-

tages of the FEM over the GFE approach. A possible answer is

Fig. 2 Wettability states predicted using the finite element method (FEM) and the Gibbs free energy density approach (insets) for (a) cylindrical pillar

patterns (pitch = 500 nm) with the PS surface showing the presence of the Wenzel state, (b) mushroom patterns (pitch = 1000 nm) coated with

PTFE showing the presence of the Cassie–Baxter state and (c) hierarchical patterns (pitch = 500 nm) coated with PTFE showing the presence of the

metastable state. The sky blue line in the volume fraction plots obtained from the FEM corresponds to ϕ = 0.5 and marks the boundary between

water and air as shown in the attached color bar. The insets also compare the shapes of the liquid droplets obtained from the experiments and

the FEM.
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that, compared with the GFE approach, FEM is a versatile tool.

It can investigate the influence of different physical parameters

(temperature, vibration, velocity, and inclination angles) in

addition to different pattern shapes, which is not possible

with the present GFE approach. One such example is pres-

ented in section 4.4 where we simulate the wetting of Salvinia

molesta fern using liquids with different surface tensions. The

microstructure of Salvinia molesta consists of an egg-beater/

crown-shaped structure, which helps it to attain a superhydro-

phobic state because of its air retaining capability.38 However,

such structures are difficult to fabricate, and thus a detailed

physical study is yet to be reported.

4.1.2 Effect of topography. Among the different topogra-

phical patterns studied in the present work, the re-entrant geo-

metry of the mushroom shape helped it to attain the CB state.

The presence of the CB state promotes low contact angle hys-

teresis and small rolling angle, which are the essential pro-

perties of self-cleaning surfaces. The superior performance of

the mushroom shape is further evident from Fig. S6.† For this

particular simulation, mushroom-shaped patterns were par-

tially removed from the surface. In comparison with cylindrical

patterns with similar dimensions, the mushroom-shaped pat-

terns are able to contain the liquid–air interface more efficien-

tly, leading to the CB state. Surfaces with cylindrical patterns

are unable to retain the liquid–air interface and become com-

pletely submerged (Wenzel state). The results in Fig. S6† again

show the robustness and capability of FEM in simulating the

wetting process. It successfully differentiated the wetting states

depending on the topography.

For the dome and cylindrical patterns, all of the material

and pitch combinations showed the Wenzel state, except for

the PTFE cylindrical pattern with a spacing factor Sf (ratio of

pitch to diameter) of 2. Both the GFE approach and the FEM

predicted the CB state for this pattern. The wetting state trans-

formed from the CB to the Wenzel state with increasing Sf, as

discussed earlier (section 4.1.1). However, it should be noted

that even with similar Sf and r values, the dome-shaped

pattern was in the Wenzel state. These patterns also showed

lower θ* compared with cylindrical patterns. For cylindrical

patterns, θ* was almost 10° higher than that for dome-shaped

patterns with similar geometrical configurations. This is

because of the presence of the Wenzel state for dome-shaped

patterns in contrast to CB/metastable states for cylindrical pat-

terns. A difference in θ* was also observed for mushroom pat-

terns. The round-top patterns showed lower θ* than flat-top

patterns. The above discussion highlights the importance of

the surface topography on wetting. The Gibbs criteria39 of

pinning of the liquid–air interface by the sharp edge can

explain the difference in the wetting state and θ* for cylindrical

and dome-shaped patterns. As suggested by Tuteja et al.,16 the

relationship between the interior angle ψ (Fig. S7†) and

Young’s contact angle θ is important. For dome-shaped pillars

(ψ = 125°), ψ > θ for both PS and PTFE surfaces. As a result, the

liquid–air interface is not effectively pinned. However, for

cylindrical pillars (ψ = 90°), ψ ∼ θ for the PS surface and ψ < θ

for the PTFE surface. The resulting force in this case acts in an

upward direction (Fig. S7†) and pins the liquid–air interface at

the edge of the cylindrical pattern, leading to the CB state for

Sf = 2. However, the sagging pressure will dominate with

further increasing the Sf, causing bulging of the liquid–air inter-

face and a transition from the CB to the Wenzel state (Fig. S4†).

A similar discussion can also explain the performance of round-

top mushroom patterns compared with their flat-top counter-

parts. For hierarchical structures, a metastable wetting state was

observed because the liquid was not able to completely pene-

trate into the microscale structure. The nanoscale structures of

hierarchical patterns showed similar behavior to cylindrical pat-

terns. With increasing pitch, and hence for Sf > 2, the nanoscale

features of the hierarchical structure with the PTFE surface

showed a transition from the CB to the Wenzel state.

From the above discussion, we concluded that the geo-

metrical parameters and the shape of the patterns significantly

influence the wetting state. The correlation between Sf and the

wetting state factor ζ shown in Fig. 3 indicates that a transition

to the Wenzel state takes place for ζ > 0.75. The wetting state

factor, ζ ¼
ffiffiffi

2
p

Sf � 1
� �

=ð2arÞ
� �

tanðθa � ψÞ, is the ratio of

sagging height of the liquid–air interface to the height of the

pattern geometry, where ar is the aspect ratio given by H/D and

θa is the advancing angle. In the case of hydrophobic surfaces,

the liquid–air interface is pinned at the top surface of the

pattern. With increasing pressure, the angle between the

liquid–air interface and the pattern surface increases with a

maximum equal to θa.
37 With further increasing the pressure,

depinning takes place and the liquid–air interface starts

moving downward, leading to a transition from the CB state to

a metastable state. This phenomenon has been observed

Fig. 3 Plot showing the relationship between the wetting state factor,

ζ, and the wetting state for ( ) dome, ( ) cylinder, ( ) mushroom and

( ) micron-sized pillars of hierarchical patterns. The symbols ( ) and ( )

represent the experimental results reported by Nosonovsky and

Bhushan40 for cylindrical pillars with D = 5 µm and H = 10 µm and D =

14 µm and H = 30 µm, respectively. The filled symbols represent the

Wenzel wetting state, semi-filled symbols represent the metastable state

and open symbols represent the Cassie–Baxter state.
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experimentally by Lv et al.37 using a laser-type confocal micro-

scope. Lv et al.37 also observed that after 70% displacement of

the liquid–air interface, a rapid transition to full wetting or the

Wenzel state occurs. The value of ζ calculated for the topogra-

phies studied in the present work and cylindrical pattern sur-

faces (Sf = 1.4–15) with different geometrical parameters

reported by Nosonovsky and Bhushan40 showed similar limit-

ing values. For ζ < 0.5, all patterned surfaces showed the CB

state, whereas for ζ > 0.75, the Wenzel state was observed. A

metastable or transition state was observed for 0.5 ≤ ζ ≤ 0.75.

The value of ζ > 1 indicates that the sagging height of the

liquid–air interface is greater than the height of the pattern

surface (Wenzel state) (Fig. S5†). This is either due to a large Sf
and/or insufficient pinning of the liquid–air interface by topo-

graphy. To avoid a transition to the Wenzel state it is suggested

that either the height of the pattern should be increased

(metastable state), the value of Sf should be decreased or the

topography should be changed. The influence of topography

on ζ can be readily observed in Fig. 3. The dome shaped pat-

terns which had almost similar (in the present work) and/or

lower (in the case of Nosonovsky and Bhushan40) Sf in com-

parison with cylindrical patterns had a significantly higher

value of ζ. Further, for the same spacing factor, mushroom

patterns showed the lowest value of ζ. This indicates the

importance of topography in wetting studies. These wetting

states predicted by ζ are in agreement with the results of the

GFE approach and FEM (Table S2†), as well as the experi-

mental observations of Nosonovsky and Bhushan.40 According

to ζ, to obtain the CB state, Sf should be decreased (Sf ≤ 2)

(Fig. 3) and ar should be increased. In addition, it is also

suggested that the value of θa should be increased to enhance

the pinning of the liquid–air interface, in accordance with the

Gibbs criteria.39 However, there are practical limitations

imposed by the geometrical configuration and material pro-

perties. Moreover, the increase in H can only possibly help the

transition from the initial Wenzel to the metastable state.

The detailed analysis of the data presented in Fig. 3

and the interpretation of ζ lead to the following two

conditions (assuming ar = 1) that must be satisfied to obtain

the CB state:

D � 0:5P

ψ , θa � 26:5°

)

Topography design constraints for
obtaining CB state:

These conditions correspond to Sf ≤ 2; however, they can be

readily modified for other values of Sf. The patterns satisfying

these proposed design constraints can exhibit the CB state.

These simple design constraints can help in the design of new

topographical shapes.

4.2 Contact angle prediction

Comparison of the apparent contact angle θ* predicted using

different analytical models (Table S3†) and the experimental

results is shown in Fig. 4a and b. This comparison highlights

the inability of these analytical models to accurately predict θ*.

The θ* values predicted by the GFE approach and the FEM

showed remarkable consistency with the experimental obser-

vations (Fig. 5). Compared with the analytical models

(Table S3†), the FEM and the GFE approach successfully

predicted the trend followed by the experimental results, and

they captured the effect of pitch on θ*. Further analysis of

these results shows that for all patterns, θ* decreased with

increasing pitch. The transition from the CB/metastable state

to the Wenzel state can explain this observation. Patterns in

the Wenzel state usually show lower contact angles than those

in the CB state,41 which can be attributed to entrapped air.

The entrapped air lowers the free energy of the system, leading

to an increase in θ*. A wetting map (Fig. 6) can help under-

stand the effect of topography and surface chemistry on the

wetting state and θ*. The data from the experimental obser-

vations and FEM simulations were used in this map. It shows

that patterns in the Wenzel state have lower θ* than those in

the CB state. The increase in pitch leads to a transition in the

wetting state because of sagging, as discussed earlier, which

results in a decrease of θ*. Further, from Fig. 6 it can be

observed that hierarchical structures with the PMMA surface

(θ = 67°) are in the IV quadrant of the wetting diagram by virtue

of only topography. This case indicates the importance of topo-

graphy in attaining the hydrophobic state. Additionally, com-

pared with PTFE hierarchical patterns, the nanoscale pitch of

PMMA hierarchical patterns showed a minimal influence on

θ*. Quantitatively, this difference was between 5° and 10°. It is

interesting to note that θ* was abated slightly for hierarchical

patterns without nanoscale structures. This may be because of

the small protrusion height of the nanoscale structures.

However, the nanoscale structures help reduce the overall

height of the pattern required for attaining the superhydropho-

bic state and also decrease contact angle hysteresis (by redu-

cing the wet contact area and forming a tortuous contact line).

This can eventually help improve the mechanical integrity of

the patterns.24,42 Probably, hierarchical structures with mul-

tiple topographies can readily ameliorate their performance.

Mushroom patterns with the PS surface (θ = 92°) exhibited

hydrophobicity with θ* in the range of 115°–135°. The PTFE

coating helped mushroom patterns attain the superhydropho-

bic state with θ* > 160° for all pitch values. Therefore, the com-

bined effect of topography and surface chemistry helped

mushroom patterns achieve superhydrophobicity. However,

topography played a dominant role, because hierarchical struc-

tures with similar surface chemistry and considerable height

(around 4 times) were only in the hydrophobic regime. Further

analysis of the wetting map (Fig. 6) indicates the CB state for

patterned surfaces with θ > 90° and θ* in the superhydropho-

bic regime. For surfaces with high contact angles (θ ∼ 120°), it

is possible to attain the CB state even at θ* ∼ 140°. Below this

θ*, a metastable state with a partially/fully penetrated liquid–

air interface will exist depending on the geometrical para-

meters and topography. Such maps are useful in designing

patterns and identifying the wetting state, and can be con-

structed for other quadrants. Detailed maps explaining the

influence of the different geometrical parameters can also be

constructed with the aid of FEM.
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4.3 Hydrodynamic effects

The apparent contact angle θ* of all topographies showed

direct correlation with Sf (Fig. S8†) for all surfaces (PS, PMMA,

and PTFE). A similar correlation was also observed with the

actual roughness factor Rϕ (not shown). This suggests that the

confined space in the patterns and the geometrical dimen-

sions are significantly correlated with θ*. The surface energy

and sagging of the liquid–air interface can help explain this

correlation. However, for patterns in Wenzel and metastable

states, fluid mechanics is also expected to contribute; viscous

Fig. 4 (a) Plots showing the comparison of the experimental and theoretical values of the contact angle predicted by different analytical models

(Table S2†) for the different topographical shapes shown in the insets. (b) Comparison of experimental and predicted contact angles for hierarchical

patterns calculated using wetting models suggested by Rahmawan et al.
20 (Table S2†).
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forces will originate during the flow of liquid. According to our

hypothesis, the direct correlation of Sf and Rϕ with θ* can also

be explained by energy dissipation in overcoming the viscous

forces arising during the transient state. In between the

instance when the droplet comes into contact with the solid

surface and attains a steady state, flow of the liquid takes place

(adjacent to the solid surface).43 The images acquired using

high-speed photography reported by Vaikuntanathan and Siva-

kumar44 also show radial flow of the liquid. The normal velo-

cities in these cases were on the order of 0.29 to 0.97 m s−1

and the tangential flow velocity would have been influenced by

the normal velocity. However, radial flow of the liquid can still

be expected for a drop gently placed on the solid surface. We

verified this postulation using a high-speed camera (Photron,

IDP Express R2000) operating at 5000 fps with a shutter speed

of 0.0001 s. The water drop was gently brought into contact

with the flat PS samples held firmly on a movable stage (Movie

S1†). The images captured (Fig. S9†) during the droplet and PS

surface interaction readily show the presence of a transient

state before the drop attains a steady state. During this transi-

ent state, rapid movement of the liquid–air interface at a radial

velocity (vr) of 0.4 ± 0.1 m s−1 is clearly evident in the initial

stage after approximately 13.2 ms of contact. After a lapse of

6.8 ms, the velocity decreased to 0.08 m s−1, and then to

almost zero after approximately 22 ms from the time it started

moving (13.2 ms). Just prior to this dynamic event, a steady

interaction between the water and the solid surface was

observed (t = 8–13 ms). During this time, surface tension could

be seen to control the wetting process. However, following this

stage (t = 13.2 ms), rapid movement of the liquid–air interface

relative to the solid surface was observed. Furthermore, a

series of pressure waves were seen after this stage. These

pressure waves ultimately dissipated because of viscous

damping of the liquid (Movie S1†).

During the transient stage, viscous forces will originate

because of the relative motion of the liquid with respect to the

solid surface and the internal flow of the liquid inside the

droplet owing to pressure waves (Movie S2†). These viscous

forces will work in combination with surface tension and

consume a fraction of the available energy, and can hence

influence the contact angle. Keller et al.45 investigated the

influence of liquid viscosity on the dynamic contact angle.

They reported an increase in dynamic contact angle with vis-

cosity for velocities as low as 20 µm s−1. Recently, Ramiasa

Fig. 5 Contact angles predicted by the Gibbs free energy approach (broken lines) and the finite element method (solid lines) compared with experi-

mental results for the different topographical shapes shown in the insets.
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et al.46 also discussed the possibility of viscous forces in liquid

droplets. Huh and Scriven,47 Neogi and Miller,48,49 and Lopez

et al.50 also indicated the presence of viscous effects in liquid

droplets in contact with solid surfaces. However, the focus of

these investigations was mainly on the dynamic process occur-

ring during the impact of the droplet. Such a dynamic effect

can also be observed for the static process.43 Nevertheless, this

dynamic phenomenon exists for a small period of time,

although it will still influence the wetting process. The viscous

forces, and hence the energy dissipated in overcoming these

viscous forces, are directly related to the shear rate γ̇51:

W ¼
ðτ

0

ð

Ω

ωdΩdτ � μ
v

l

	 
2
Ωτ: ð9Þ

This expression shows that the energy dissipated because of

viscous forces W is directly proportional to the square of γ̇

(ratio of the velocity v and the characteristic length l). In eqn

(9), ω is the energy dissipated because of viscosity, Ω is the

volume of the fluid influenced by viscous forces, and τ is the

characteristic time. The simulation results also showed the

presence of high shear strains adjacent to the patterns. The

value of γ̇ depends on both time and the shape of the pattern

(Fig. S10†). From t = 0 ( just before the contact of the droplet

with the solid surface), the γ̇ value increased with time until t =

60 ms. With further increase in time, γ̇ decreased and became

almost negligible at t = 100 ms, corresponding to the steady

state of the droplet. The results and time frame from this

simulation are in agreement with the experimental results.

This verifies that the placement of the droplet on the solid

surface is a two stage process. After droplet comes in contact

with the solid surface and spreads, it undergoes a dynamic

state until it attains a steady state. During this transient state,

the flow of the liquid occurs in the vicinity of the solid surface.

During this flow, viscous forces are generated and consume a

portion of the available energy. Therefore, it is important that

viscous forces be taken into account in wetting studies. This

becomes further evident from Fig. 7, which shows a significant

correlation between the viscous energy dissipation density ξ

(eqn (10)) and the cosine of the apparent contact angle for

different topographical shapes. The ξ value is given by

ξ ¼ 4μvRϕ

δ

4

2� 3 cos θ þ cos3 θ

� �2=3

; ð10Þ

and is a function of the dynamic viscosity of the fluid μ, which

in the present case is 1.002 cPa s for water, and the Prandtl–

Blasius boundary layer thickness δ and Rϕ. The expression for

ξ was calculated by dividing eqn (9) by the volume of the

droplet and using eqn (2a) to estimate the radius of the

contact area of the droplet with the solid surface. The value of

Rϕ depends on geometrical parameters and the fraction of

pattern height immersed in the liquid, and was calculated

from the FEM results. It was found that the material, topogra-

phy, and wetting state influence the viscous energy dissipation.

The value of ξ is smaller for patterns with the PTFE surface

than for PMMA and PS patterns. This behavior can be

explained based on the slip length. It has been observed that

the slip length is directly influenced by θ.52 PTFE (θ ≈ 110°)

shows a higher slip length than PS (θ ≈ 92°) and hydrophilic

PMMA (θ ≈ 67°). As a result, the viscous forces are significantly

reduced with increasing θ. Other than the material, the topo-

graphy also controls the magnitude of the viscous forces. The

value of ξ is larger for cylindrical patterns than for dome-

shaped patterns with identical dimensions. The wetting state

is another important factor that affects ξ. Patterns with a CB

state have a lower value of ξ than those in the Wenzel state.

Fig. 6 Wettability map showing the regimes for different wetting states

obtained using the experimental and simulation results. The shape of

the respective symbols represents the corresponding topography. The

filled symbols represent the Wenzel state and open symbols represent

the Cassie–Baxter state. The half-filled symbols represent the meta-

stable states. The colored symbols indicate the experimental results of

the present study and black symbols indicate the simulation results for

imaginary material surfaces (additional simulations were performed to

locate the positions of black symbols).

Fig. 7 Correlation between viscous energy dissipation density (ξ) (eqn

(3)) and the cosine of the apparent contact angle (θ*) for different

pattern geometries.
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For patterns in the Wenzel state, a larger volume of liquid will

come into contact with the solid surface. This will eventually

increase the resistance to liquid flow, and hence more energy

is required to overcome the viscous forces. In addition, the

pitch will also influence the magnitude of viscous forces. The

viscous forces decrease with the increase of pitch, due to the

decrease of shear rate, which has an inverse relationship with

the pitch, according to hydrodynamic theory. Therefore, ξ also

decreases with the increase of pitch.

It can be concluded from Fig. S9, S10,† and Fig. 7 that

viscous forces play an important role in the wetting process and

should be taken into consideration. On patterned surfaces,

these viscous forces are influenced by the shape, material, and

geometrical parameters of the topographical feature.

4.4 Wettability of Salvinia molesta

Salvinia molesta is an aquatic fern mostly found in southeast-

ern Brazil. It has leaves with crown-shaped/egg-beater type

structures on their surface (Fig. 8a). These structures help it to

attain a superhydrophobic state. The crown- or egg-beater-

shaped structures shown in Fig. 8a have an intricate shape

formed by four lobes emerging from the main stem. Owing to

its intricate shape, a three-dimensional (3D) model of the

crown structure was used for the FEM simulations. A 3D

model of this structure is shown in the inset of Fig. 8a along

with the dimensions. Furthermore, a meshed structure of

Salvinia molesta is also shown in Fig. S11.† The parameters

used for the simulation were similar to those used for the

other simulations. The material selected for these crown-

shaped structures was PTFE with θ = 110°. Two liquids were

selected for the simulation: water (γlv = 72.9 mN m−1) and

octane (γlv = 21.6 mN m−1).

From the plot of the position and shape of the liquid–air

interface near the crown patterns (Fig. 8b), the CB state was

present for both the liquids. This result is consistent with the

practical observation (Fig. 8a) and the results of Barthlott et al.38

The air retaining ability of this complex microstructure aids it

in exhibiting superhydrophobicity with the CB state. The value

Fig. 8 (a) Water droplets on Salvinia molesta leaves (©Barry Rice, sarracenia.com). The inset show the model along with the dimension used for the

simulation. (b) Water–air and octane–air interfaces for the droplets. The sky blue color marks the boundary of the liquid–air interface. The inset

shows the shape of the liquid droplets on crown-shaped structures.
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of θ was found to be 160 ± 3° for water and 135 ± 3° for octane.

The water droplet appears to be nicely supported on top of the

crown-shaped structures. The liquid–air interface stabilized

nearly on top of the crowns leading to an ideal CB state.

However, the droplet of octane penetrated into the patterns,

and this infiltration was limited to half the height of the

crowns (Fig. 8b). The position at which the interface of octane

and air got pinned is the position beyond ψ < θ. Therefore, the

octane–air interface was not able to penetrate further. As a

result, the microstructure of the Salvinia molesta fern was able

to retain the CB state with the lowest surface energy liquid

(octane). These results explicitly demonstrate the ability and

effectiveness of the use of FEM in wetting studies. Compared

with the lattice Boltzmann method, FEM is a classical tool

that is widely used and convenient for wetting studies. Work

will be undertaken to study the effect of other factors, such as

temperature, velocity, and vibrations, on the wetting of pat-

terned surfaces.

5 Conclusion

The present study showed that the topography along with the

surface chemistry and geometrical parameters control the

wetting performance of patterned surfaces. Mushroom-shaped

patterns with flat tops and PTFE surfaces exhibit superhydro-

phobicity with water droplets in the ideal CB state. In general,

patterns with round tops showed lower contact angles than

flat-top patterns. Moreover, the former also showed high

affinity for the Wenzel state in accordance with Gibbs criteria.

It can be concluded that geometries with intrinsic angle lower

than Young’s contact angle can exhibit high contact angle with

droplets in the CB state owing to their ability to restrain the

contact line movement. In addition to the topography, the

pitch of patterns also directly influence the contact angle

and wetting state. It was observed that with increasing pitch

the contact angle decreases along with the transition from

the CB to the Wenzel State. Based on these observations, two

simple design constraints are proposed that can help select

geometrical shapes for obtaining patterns with the CB state.

The FEM based numerical simulation technique can help

understand the wetting phenomenon. It can aid in designing

new patterned surfaces with complex shapes, such as those

of Salvinia molesta reported for the first time in the present

study. With such a powerful tool, the performance of

different patterns can be easily evaluated before fabrication,

thus saving time and expensive resources. Detailed analysis

of FEM simulations showed the presence of viscous forces

during the transient stage. During this transient stage, flow

of the liquid takes place in a radial direction with respect to

the solid surface, giving rise to viscous forces. This hypoth-

esis was validated using a high-speed camera. FEM simu-

lations showed that the topography and other geometrical

parameters directly influence the magnitude of these viscous

forces.
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