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2 Rajeev et al.

1 Introduction

A precis or a summary refers to a shorter version of an article that conveys
the most salient information of the entire article. Text summarization could be
defined as an act of creating a miniature portrait of an article, i.e., making an
article shorter while retaining the most essential parts , thus maintaining the
true essence of the document. Creating concise and coherent summaries is one
of the critical issues faced by the newspaper industry, as developing a short
summary of a huge article is arduous and time-consuming. Summarizing a
news article is a necessity for the entire newspaper industry as it is facing stiff
challenges due to strong competition from digital media houses. According to
a recent study [44], the annual newspaper market in the US was valued at 27
billion dollars, and it is estimated that this value is going to fall to 17 billion
by the year 2025 due to the digital boom. A 2015 report by Microsoft [36]
discovered that the the average attention span dropped to about 8.5 seconds
from 12 seconds. We are surrounded by technology everywhere due to the ever-
growing use of smartphones, which has lead to a paradigm shift in the way
we consume news. According to [47], about 80 percent of the readers never
make it past the headline and the traffic of the website can vary as much as
500 percent depending on the headline. The process of headline generation
suddenly seems more important for traditional news houses in order to get
people to read their articles. Taking all these factors into account, traditional
news houses have all gone online with content that fits on a mobile screen. It is
important to have a news summary that is short, crisp, relevant and unbiased,
which can also adapt to the changing landscape of reading habits.

Text Summarization could be broadly categorized into two major cate-
gories viz., Extractive and Abstractive summarization. Extractive summariza-
tion techniques are aimed at selecting salient phrases or sentences from the
full text verbatim, while abstractive summarization techniques are aimed at
paraphrasing with new words or phrases using the information present in the
article. Text summarization has been widely studied over the last two decades
and most of the early papers in this domain used extractive techniques. Ex-
tractive Summarization can be broadly categorized as graph based approaches
[16], greedy approaches [5], constraint optimization approaches [34] and Deep
Learning (DL) based approaches [38,50,58]. Recent research has emphasized
more on abstractive techniques [17,39,45,49]. The enormous amount of re-
search in DL and Reinforcement Learning (RL) algorithms have broadened
the scope to extend and apply these techniques into the summarization field
[6,40]. Abstractive techniques experiences slow as well as incorrect encoding of
lengthy articles, requiring the attention system to look at all encoded phrases
to decode each summary. Though abstractive methods have been able to pro-
duce summaries with elevated ROUGE (Recall-Oriented Understudy for Gist-
ing Evaluation which is further discussed in section 4.2) score still they suffer
from inaccurate reproduction of factual information as well as an inability to
handle words out-of-vocabulary (OOV).
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SHEG 3

In this paper, we propose SHEG, a summary headline generator that pro-
duces both a precise summary and headline of the news article. It combines the
power of both extractive and abstractive techniques making the model supe-
rior on the ROUGE metric, thus promising to produce better summaries. The
proposed hybrid model comprises of an extractive mechanism to identify key
sentences or phrases from the article and a reinforced abstractive mechanism
which uses the key sentences/phrases produced by an extractive mechanism
to form a concise summary. The proposed model can handle OOV words,
generate appropriate factual information, avoid redundancy, fix language flu-
ency issues, and is faster too. The major contributions of the paper are given
below: (i) A hybrid approach of combining the extractive and reinforced ab-
stractive mechanisms to produce a summary. (ii) Use of Convolutional Neural
Networks (CNNs) and Recurrent Neural Networks (RNNs) to achieve word-
level and sentence level-attention in the extractive mechanism. (iii) Use of a
novel Controlled Actor-Critic (CAC) model for training the pointer-generator
network to strike a balance between variance and bias in the reinforced ab-
stractive mechanism. (iv) Use of sequence prediction in order to produce a
headline from the summary produced using our proposed model.

Section 2 provides an overview of the existing extractive and abstractive
summarization techniques. The proposed methodology (SHEG) is given in
detail in section 3. The proposed section 4 on Data and Experiments presents
the details of the datasets and the experimental strategies employed. Section
5 provides a precise analysis of the results obtained, along with a comparative
study of other techniques. A brief outline of the current work, as well as its
future scope, is given in section 6.

2 Related Work

Text summarization systems are designed to produce crisp and concise sum-
maries by compressing data. Humans generally paraphrase a large text by
understanding the key sentences and present a shorter version of the same
text, thus making it abstractive in nature. Researchers have been grappling
with the summarization problem over the past two decades, and most of the
earlier proposed solutions are extractive in nature. Some of the earlier liter-
ature like [11,18,24,28] simply extracted important phrases/words but could
not obtain coherent paraphrases. In one of the earliest works of extractive
summarization, [28] had employed noisy channel framework and decision trees
for sentence compression. Later, [15] developed a technique that first extracts
verbs and nouns from the news article and then uses an iterative shortening
algorithm to compress the article. The latest work in extractive summariza-
tion is given by [33] that used [14] to design a technique known as BERTSUM,
which is based on a flat architecture with inter-sentence transformer layers. In
[42], it was stated that abstractive summarization had not progressed beyond
the proof-of-concept stage and remained a researcher’s dream. The emergence
of machine learning and deep learning techniques have opened the doors for
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4 Rajeev et al.

abstractive summarization research. Before the advent of neural network tech-
niques, abstractive summarization got less attention than extractive summa-
rization, but the work given in [24] performed various cut and paste operations
like reducing sentences, combining sentences, syntactic transformation, and
lexical paraphrasing for creating summaries. In [19], a graph-based approach
was used for the abstractive summarization of highly redundant opinions using
the Opinosis framework. Cheung et al. [8] performed sentence enhancement
using dependency trees. A few other noble works within the domain of ab-
stractive summarization incorporate traditional phrase-table based machine
translation approaches [4], compression utilizing weighted tree-transformation
rules [12] and quasi-synchronous grammar-based approaches [57].

In the recent past, neural network models that map an input sequence to
output sequence, called sequence-to-sequence models, have been effective in
numerous natural language tasks. One such work by [3] used the attentional
RNN encoder-decoder model for machine translation and achieved state-of-
the-art performance with a BLEU(Bilingual Evaluation Understudy) score of
about 28.45 . The work proposed by [45] was the first to perform abstractive
summarization using an encoder-decoder neural network on DUC-2004 and
Gigaword datasets. Later there have been research works that used attention
mechanism as a core idea and also augmented it with recurrent decoder [9], hi-
erarchical networks [39] and autoencoders [35] thereby improving performance.
The work presented in [39] uses a bidirectional GRU(Gated recurrent unit)
encoder and unidirectional GRU decoder architecture along with a pointer
mechanism inspired from [55]. This architecture could handle the OOV words
and also uses hierarchical abstraction in order to retrieve the most impor-
tant sentences by using an extra layer abstraction for sentence-level attention.
The problem of sentence repetition was addressed in [49], where a bidirec-
tional LSTM encoder-decoder along with a pointer network similar to that
used in [39] along with a coverage mechanism was used in order to address the
repetition problem. One of the most recent work on abstractive summariza-
tion by [20] uses a bottom-up attention mechanism to constrain the model to
likely phrases and thereby enhancing the ability to compress text, while still
generating fluent summaries. The authors of [39] who proposed an abstractive
technique also developed a neural extractive approach [38], that uses hierarchi-
cal RNNs to pick key sentences, and it significantly outperforms abstractive
result regarding the ROUGE metric.We have taken inspiration from [38] in
creating the quality factor and the positional impact discussed in section 3.1.
The quality factor considers saliency and redundancy for sentence selection
whereas positional impact considers the relative position of the sentence in
the document.

To the best of our knowledge, the earliest work to use Reinforcement Learn-
ing (RL) in the text summarization problem is given by [46], which is applied
to optimize the given score function with the given feature representation of
a summary. To enhance the non-differential metrics of language generation
and to reduce exposure bias [2,43] propose to use RL. [22] uses Q-learning
based RL for extractive summarization. The work done by [40] uses RL pol-
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SHEG 5

icy gradient methods for abstractive summarization. It utilizes sequence-level
metric rewards with curriculum learning [43] or weighted combined ML and
RL mixed loss [40] for language fluency and stability. More recently [6] used a
sentence-level policy gradient method to bridge the non-differentiable compu-
tation between two neural networks in a hierarchical way, while maintaining
language fluency.

Most of the early newspaper headline generator models were introduced
when the text summarization was synonymous with extractive summariza-
tion. Extractive summarization could not be used for headline generation as
it cannot produce summaries, which were short enough for it to be a head-
line. Hence most of these early models relied on bag-of-words concepts where
they heavily relied on models based on sentence position, headline word posi-
tion, and text modeling, i.e., the correlation of the words in text and headline
based on position as seen in [32]. Zhou et al. [61] leveraged the power of both
sentence positioning and text modeling to create a headline generation model
with less than ten words. Dorr et al. [15] employed a parse and trim approach
for generating headlines. This work uses heuristics to preserve certain parts
of the story and create a headline by iteratively removing constituents from a
parse tree of the first sentence until a length threshold has been reached. The
usage of the Markov model for the purpose of headline generation could be
observed in [59] along with several decoding parameters like length, position,
and gap to make it seem more like a headline. In [13], we observe that the task
of headline generation was viewed as a task of compression of articles in order
to produce headlines and their model was trained to learn how to compress
articles and produce headlines.

With the development of various abstractive summarization techniques
over the years, researchers have now taken a new approach to Headline gener-
ation. We do observe this in [53], where important sentences are first selected
using sentence based extractive mechanisms and then an abstractive summa-
rization based RNN encoder-decoder model is used to produce a headline. Sim-
ilar DL based approaches could be observed in [1] where minimum risk training
was introduced in order to minimize loss over the training data. Takase et al.
[52] used an attention-based approach to headline generation and is regarded
as an extension to [45]. This model uses a similar encoder-decoder mecha-
nism, but on Abstract Meaning representation, i.e., the predicate-argument
structures and named entities enhance the summaries that are produced.

3 SHEG: Our Proposed Methodology

In this section, the proposed SHEG model is described in detail. SHEG lever-
ages the power of both extractive and abstractive techniques for producing
a concise summary. Hybrid summary is then used to produce most suitable
headline which goes well with the generated summary. We begin by extract-
ing salient sentences from an extensive article using our proposed mechanism
described in section 3.1 followed by abstractive summarization of these key
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6 Rajeev et al.

sentences with the help of the reinforced abstractive mechanism given in sec-
tion 3.2. We then utilize our approach to generate headlines in section 3.3.

3.1 Extractive Mechanism

Fig. 1 Proposed Extractive Mechanism Architecture

The proposed extractive mechanism is inspired from Nallapati et al. [38]
and is illustrated in Fig. 1. The main task of the extractive mechanism in
our approach is to obtain sentence-level attention, i.e., to extract important
sentences from a large article. The words in each sentence are represented in a
distributed vector form using a learned embedding matrix Wemb. Word2vec
[41] algorithm is employed to construct word embeddings. It is a two-layer
neural net that vectorizes words to process text, and takes text as input and
produces a collection of vectors as outputs, i.e., feature vectors representing
words in the body. These embeddings will contain information such as the
context of a word in a document and capture the semantic and syntactic sim-
ilarity between the words. CNNs, as proposed by [26], are used to determine
the representation of each sentence. For this task, word embeddings are passed
through the 1-D convolution kernels with different window sizes of 3, 4, 5 to
comprehend the dependencies of nearby words. The convolutional layer is fol-
lowed by three layers viz., Rectified Linear Unit (ReLU), non-linear activation,
and max-over-time pooling layers. On concatenating the activation outputs of

 1 

 2 

 3 

 4 

 5 

 6 

 7 

 8 

 9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

29 

30 

31 

32 

33 

34 

35 

36 

37 

38 

39 

40 

41 

42 

43 

44 

45 

46 

47 

48 

49 

50 

51 

52 

53 

54 

55 

56 

57 

58 

59 

60 

61 

62 

63 

64 

65 



SHEG 7

various filter window sizes, a convolutional representation of the sentence is
obtained. As shown in Fig. 1, CNN is followed by a two-layer bi-directional
GRU [10]. The first GRU layer operates at word level within each sentence. It
computes the hidden state representations based on the previous hidden state
and the current word embeddings. The second layer works over sentences by
taking hidden states of the first bi-directional GRU layer as input. The hidden
states obtained from the second bi-directional GRU layer provide encodings
of sentences in the document. The representation of article can be mathemat-
ically modeled as a non-linear transformation of the average pooling of the
concatenated hidden states of the bi-directional sentence-level GRU as shown
below [38].

A = tnh

�
W

1

N

N∑

k=1

[h
ƒ

k , h
b
k
] + b

�
(1)

where h
ƒ

k
and hb

k
are the hidden states corresponding to the kth sentence of

the forward and backward sentence-level RNNs respectively, N is the number
of sentences in the document and ‘[ ., .]’ represents vector concatenation. After
this step, sentence level classification takes place i.e., each sentence is checked
whether it belongs to the summary or not based on the quality of the sentence.
It is represented by the equation below [38].

Q(hk ,mk , A) =Wchk + hT
k
WsA − hT

k
Wr tnh(mk) (2)

The quality factor (Q) takes into account the content of the sentence which is
signified by Wchk , the saliency of the sentence denoted by hT

k
WsA and the

redundancy of the sentence with regard to current state of summary is repre-
sented by hT

k
Wr tnh(mk). Here Wc, Ws and Wr refer to the corresponding

weights. mk refers to the dynamic representation of the kth sentence sum-
mary. We also consider the position of each sentence k in a summary which
is known as Positional Impact (PI). PI depends on the absolute as well as
relative positional embeddings pα and pγ. PI is calculated using the equation
below [38].

P =Wαp
α
k
+Wγp

γ

k (3)

Wα and Wγ gives the corresponding weights for both absolute and relative
positions. Finally the probability of the sentence selection using various factors
viz. quality factor Q, PI and bias b is computed using the equation given below

P(yk = 1|hk ,mk , A) = σ(Q(hk ,mk , A) + P + b) (4)

where yk is the binary value representation of whether the kth sentence be-
longs to the summary or not and hk refers to the concatenated hidden states
at the kth time step. Hence the dynamic representation of the summary at
the kth sentence position, could be represented by

mk =

k−1∑

j=1

hjP(yj = 1|hj,mj, A) (5)
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8 Rajeev et al.

Although we have devised sentence level extraction as a classification prob-
lem but many of the existing summarization datasets are end to end document-
summary pairs that lack saliency labels for each sentence. In order to counter
this, we use a similarity method to provide a proxy target label for the extrac-
tor i.e., the most similar article sentence Akt is found for each ground truth
sentence and it is represented by:

kt = rgm(ROUGE − Lrec(A, gt)) (6)

where gt refers to the ground truth summary. The task of maximizing ROUGE
score by finding globally optimal subset of sentences is computationally expen-
sive therefore we opted for a greedy approach. In this method, one sentence
is selected at a time, such that the ROUGE score of the current set of sen-
tences is maximized with respect to the reference summary. This process is
stopped when there is no further improvement of ROUGE score on addition
of remaining sentences to the current summary set.

The negative log-likelihood loss is thus reduced and can be represented by

(W,b) = −

N∑

=1

N∑

k=1

�
y
k
logP
�
y
k
= 1|h

k
,m

k
,A

�

+
�
1 − y

k

�
log
�
1 − P
�
y
k
= 1|h

k
,m

k
,A

��
(7)

3.2 Reinforced Abstractive Mechanism

In the previous section, we discussed about the proposed extractive mecha-
nism for identifying the most important and salient sentences by employing a
sentence level attention architecture as shown in Fig. 1. In this section a novel
reinforced abstractive mechanism is proposed which works on the extracted
key sentences to create a concise summary. The proposed reinforced abstrac-
tive mechanism takes inspiration from pointer-generator network given by [49]
for copying words in the article as well as generating new words from a fixed
vocabulary simultaneously. The proposed architecture is shown in Fig. 2.

We use a bidirectional LSTM encoder where the hidden states are denoted
by hn

e
and unidirectional LSTM decoder whose hidden states are denoted by

hn
d
for the nth word, along with a pointer network inspired from [55] in order

to deal with OOV words. It tends to replace these OOV words by pointing to
words in the original text itself. This pointer generator network could either
choose the next word in the summary from the existing document by pointing
or by generating a fixed word from the existing vocabulary. The probability
of generation at timestep t is given by [49].

pg = σ(T
h
hc
t
+ T

d
dt +WT


t + bp) (8)

where T
h
, T

d
, T


and bp are learnable parameters. hc

t
refers to the context

vector at timestep t, dt refers to the decoder state and t refers to decoder
input. t is the previous word of the reference summary during training while
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SHEG 9

Fig. 2 Reinforced Abstractive Mechanism Architecture

during the testing phase the previous word emitted by the decoder is consid-
ered. The hidden states hn

d
are used to pass information to the next decoder

state. The context vector ht can be represented by the following equation.

hc
t
=
∑

n

t
n
hn
e

(9)

where t
n
refers to the attention distribution at timestep t. The context vector,

for that particular time can be seen as a set size depiction of what was read
from the source and along with the decoder state dt is considered to form the
vocabulary distribution P given by the below equation [55].

P = soƒ tm(W(Wb[dt , ht] + bb) + b) (10)

where W, Wb, b and bb are learnable parameters.
The probability of whether the word  would be decoded next could be

identified from the probability distribution function as given below,

P() = pgP() + (1 − pg)
∑

n:n=

�
t
n

�
(11)
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10 Rajeev et al.

Coverage mechanism featured in [49] has been employed to counter the ab-
stractive mechanism from attending the same location repeatedly. It is used
for the calculation of future attention distributions in order to prevent the
repetition of phrases. A coverage vector ct is represented by the sum of all the
previous attention distributions and can be denoted as follows [49]

ct =

t−1∑

=0

 (12)

Recently the work done by [40] uses Policy Gradient (PG) reinforcement
learning (RL) algorithm given by [56] for abstractive summarization, however
this method suffers from high variance. Another notable work on abstractive
summarization by [30] used Actor-Critic (AC) model for training, AC models
generally have low variance owing to batch training and the use of critics as the
baseline reward. To overcome the drawbacks of PG and AC models, we propose
a novel RL based method for training the pointer-generator network called
Controlled Actor-Critic (CAC) Model. Generally, in RL algorithms an agent
takes action depending on a particular policy π. Some of the terminologies used
are explained below - S is the set of states, A is the set of actions, R : S×A→ R

is reward function, γ ∈ [0,1] is the discount factor and H is the horizon.
Suppose the current state at abstraction step κ is sκ, the agent picks an
action ŷκ ∈ A based on a stochastic policy π(ŷκ|sκ) : S× A→ R and receives
reward rκ for action ŷκ. The goal of the agent is to maximize the expected
discounted reward Rκ [51]

Rκ = Eπ[

H∑

υ=0

γυrυ] (13)

where the discounting factor γ keeps a balance between immediate and future
rewards. The value function V intuitively measures how useful the model might
be when it is in a particular state s. However, being in such a state, the
Q function measures the importance of selecting a particular action. Value
function Vπ(sκ) is defined only on the states and Qπ(sκ, yκ) which is based
on both the states as well as actions. The mathematical expression for both
the functions are given below [51].

Qπ(sκ, yκ) = E[rκ |s = sκ, y = yκ] (14)

Vπ(sκ) = Ey∼π(s)[Qπ |sκ, y = yκ] (15)

Using equations 14 and 15, a new function called advantage, Aπ is defined
as given below [25].

Aπ(sκ, yκ) = Qπ(sκ, yκ) − Vπ(sκ) (16)

We consider pointer-generator network as an RL agent, whose action de-
notes choosing the next token for the summary and its reward function is based
on ROUGE score. The output state at each time step of the pointer-generator
network is used as current state of the CAC model to calculate Q, V and Aπ
function. A critic network with trainable parameters ω is used to approximate
the state value function Vπ(s;ω). In order to strike a balance between bias
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SHEG 11

and variance, a control advantage function is defined similar to [48] as given
below

Aω(sκ, yκ) =
∑

=κ

(γλ)−κ(r(s, y) + γVω(s+1) − Vω(s)) (17)

Where λ keeps check on the bias and variance trade-off, wherein large values
of λ yield larger variance and lower bias, while small values of λ works in the
reverse way. The actor uses the value estimates Vω to calculate the controlled
advantage approximate Aω and updates the loss according to the following
equation [25].

Lω =
1

N

N∑

=1

∑

κ

og πω(ŷ,κ |ŷ,κ−1, s,κc,κ−1))Aω(s,κ, y,κ) (18)

3.3 Headline Generation

Our headline generation technique is aimed at generating an appropriate and
most informative headline which is in line with the concise summary produced
by the hybrid summarizer. One of the key challenges faced while creating the
headline is about choosing a limited number of words to convey the main
points of an article. The proposed technique models the headline generation
as a sequence prediction job. We use one of the well-known sequence model
known as Conditional Random Fields (CRFs) proposed by Lafferty et al.,
[29]. Let X = 1, 2, ..., n be a finite set of possible observations, and let
Y = y1, y2, ..., yn be a finite set of possible categories that each observation
could belong to. In general, statistical sequence models approximate proba-
bility distribution P with parameters  capable of predicting the probability
P(y|;) for any sequence of n observations  ∈ Xn and any sequence of
assigned categories per observation y ∈ Yn. The probability of the sequence
can be modeled by the CRF using the following equation [13].

P(y|;) =
e.Θ(,y)

N()
(19)

where  =  and  ∈ R
p is a weight vector, N() is the normalisation

function, Θ : Xn × Yn → R
p is a function which denotes global features with

p dimensions. Let μ be a state space, μ0 be a fixed initial empty state, ƒ :
X∗ × N

+ × Y × Y → R
p represents local feature function and let function

g : μ× X∗×N
+ × Y → μ model state transitions. The global feature function

which transforms the model into a log-linear model in the feature space can
then be defined using the following equation [37].

Θ(, y) =

n∑

=1

ƒ (, , μ−1, y) = g(μ−1, , , y) (20)
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12 Rajeev et al.

The best category can then be computed using the equation given below
[13].

by = rgmx
y∈Yn

w.[

n∑

=1

ƒ (, , μ−1, y)] (21)

The obtained summary of the news article is seen as a series of observa-
tions, where each observation is a possible token in the article summary and
each observation can be assigned to either of the two categories: present in the
headline, or not present in the headline. The main objective of the local feature
function is to return a vector that describes in an euclidean space the outcome
of placing, or not placing, token  in the headline, given that the previous
words are chosen from the state μ−1.The feature vector consists of various
indicators based on many parameters such as named entities, dependency fea-
tures, language model features and the headline length. Named entities help
in identifying the entities in the text using entity annotations where persons
are tagged as PER, locations as LOC and organisations as ORG. Dependency
features inform the model about syntactical dependencies among the tokens
placed on the headline with the help of a dependency tree. Dependency tree
is built with the help of a parse tree built using a parser present in Stanford
coreNLP library. Language model features examines the grammaticality of the
headline generated using conditional bigram probability. It is conditional on
the previous token being inserted in the headline of the current token and the
trigram probability of the PoS tag. The headline length ensures length of gen-
erated headline (an ideal headline must be in 8-10 words according to previous
studies [4]) by checking the length of the headline at every step and checking
the presence of the token in the headline. The feature vector takes into con-
sideration various parameters as described and will only fire if the token 
is planted in the headline i.e., y = 1. In order to find the global optimum in
polynomial time, a dynamic programming approach is used similar to [13]. The
global optimum is found by producing all possible states and using the state
that from the initial state, generates the maximum score. The global feature
function θ takes the document and bitmap as input, and generates a vector
that describes the headline in an abstract feature space. We define the feature
function in such a way that it focuses on evaluating how a series of tokens
that comprise a headline relate to each other and to the document as a whole.
We describe the algorithm below, for finding the top-scoring state μ∗ which
in turn helps in finding the global optimum of our model’s objective function.
We compute iteratively Ω(, ), which returns the set of all reachable states
that correspond to headlines having token-length  and ending with token .
The algorithm also computes Δ(μ), which returns the maximum score that
can be obtained by following a chain of state sequences which begins on μ0
and ends in the provided state.

 1 

 2 

 3 

 4 

 5 

 6 

 7 

 8 

 9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

29 

30 

31 

32 

33 

34 

35 

36 

37 

38 

39 

40 

41 

42 

43 

44 

45 

46 

47 

48 

49 

50 

51 

52 

53 

54 

55 

56 

57 

58 

59 

60 

61 

62 

63 

64 

65 



SHEG 13

Algorithm 1: Headline Generation Algorithm
Assigning Variables:

1 M← Maximum number of tokens in headline
2 k← Number of tokens in the article
3 ← list of k tokens in the article
4 ƒ ← Local feature function
5 g← State transition function
6 μ0 ← Init State
7 ← Weight vector

Initializations:
8 Ω←Set of States [  + 1][M + 1]
9 Δ←List of type float to save scores of each state

10 μ∗ ←μ0
11 Δ(μ0)←0
12 for j = 1,2, .., k do
13 Ω(,0) ← {μ0}

Finding top-scoring state:
14 while p = 1,2,..,M do
15 while  = p, .., k do
16 while q = p − 1, ..,  − 1 do
17 for r in Ω(q, p − 1) do
18 μ ← g(r, , ,1)
19 μscore ← Δ(r) +  · ƒ (, , r,1)
20 Ω(, r) ← Ω(, r) ∪ {μ}
21 Δ(μ) ← m(Δ(μ), μscore)
22 if Δ(μ) > Δ(μ∗) then
23 μ∗ ← μ

In order to perform learning, we move through the training data iteratively
and carry out the weight updates at each stage using the equation given below
[13]:

∗ ← + ρ × ( c − bd ), bd = Θ(, by) (22)

where by is calculated using the equation (21). c represents the headline's h
relationship to document  and is defined as c = Θ(e, o) where e is the
concatenation of h and , and o is the bitmap for selecting the headline
tokens. ρ ∈ R is the learning factor and is calculated as given below [13]:

ρ =
1 − .( c − bd )
c − bd

2

(23)

4 Data and Experiments

4.1 Data

“SHEG: Summarization and HEadline Generation of News-Articles using Deep
Learning” as the name suggests is a summary as well as a headline generator
hence the evaluation of our model has been done on three important outcomes
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14 Rajeev et al.

viz., produced extractive summary, produced abstractive summary and gener-
ated headline. To evaluate this proposed model, we have used the CNN/Daily
Mail dataset for the summary produced and Gigaword dataset for the headline
produced. We have also made use of the Cornell NEWSROOM Dataset for the
end-to-end testing of our model as it is the only dataset currently available
that consists of both summary and headline for testing. The basic properties
of the datasets used are described below in Table 1.

Table 1 Properties of all Datasets used

Dataset No. of News articles
Average article size
(in words)

Average summary size
(in words)

CNN/Daily Mail 287k 781 56
Gigaword 10 Million 31 8.3
NEWSROOM 1.3 Million 658.6 26.7

4.1.1 CNN/Daily Mail Dataset

The CNN/Daily Mail dataset is part of the DeepMind Q&A Dataset which
was created in 2015 and consists of around 287K news articles having 2 to 4
summary sentences for each news article. This dataset contains online news
articles (781 words on an average) paired with multi-sentence summaries (3.75
sentences or 56 tokens on an average). The processed version of the dataset
contains about 287,226 training pairs, 13,368 validation pairs and 11,490 test-
ing pairs.

4.1.2 Gigaword Dataset

For headline generation we use the Gigaword dataset which has been prepro-
cessed using Stanford CoreNLP. It consists of nearly 10 million news articles
from 7 news outlets. The complete training vocabulary of Gigaword consists
of about 119 million word tokens and 110K unique word types with an av-
erage sentence size of about 31.3 words however we consider only a subset
for training and testing the headline generator of the model i.e., the headline
training input consists of about of 31 million tokens and 69K word types with
the average title length of 8.3 words which as mentioned in the above section
is ideal for the length of the headline we intend to produce. We have set aside
1500 headline-article pairs of the dataset solely for the purpose of testing.

4.1.3 NEWSROOM Dataset

For the end to end testing we use the Cornell NEWSROOM dataset. This
dataset is the latest in the field of news article summarization and boasts of
having about 1.3 million articles from 38 major news publications over the span

 1 

 2 

 3 

 4 

 5 

 6 

 7 

 8 

 9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

29 

30 

31 

32 

33 

34 

35 

36 

37 

38 

39 

40 

41 

42 

43 

44 

45 

46 

47 

48 

49 

50 

51 

52 

53 

54 

55 

56 

57 

58 

59 

60 

61 

62 

63 

64 

65 



SHEG 15

of 20 years as mentioned in [21]. This dataset is in the form of a compressed
json line format from which we extract the text i.e., the article in this context,
summary and the headline . It also has test data spanning 995k articles. The
mean article size is about 658.6 words and mean summary length is about 26.7
words which should be perfect for the headline generator. This dataset consists
of summaries from different extraction strategies i.e., Abstractive, Extractive
and Mixed of which we have used just used the Abstractive summaries. We
have used this dataset primarily for the testing purpose as it consists of both
the article summary as well as the headline. This dataset has supported the
evaluation of SHEG on all it's parameters in a useful way.

4.2 Training and Evaluation

In order to quantify the results, the ROUGE scoring metric has been used
to check how close our machine generated summary is to the human written
summary given in the dataset. ROUGE stands for Recall-Oriented Understudy
for Gisting Evaluation [31] i.e., it is an evaluation metric for rating machine
generated summaries compared to those written by humans. We consider the
ROUGE-1 (R-1), ROUGE-2 (R-2) and ROUGE-L (R-L) scores to rate our
model and use these scores to compare them with other models which have
been proposed in the past.

ROUGE − N =

∑
S(rƒ )grmn

∑
S Contmtch(grmn)

∑
S(rƒ )grmn

∑
S Cont(grmn)

(24)

where
∑

S(rƒ )grmn

∑
S Contmtch(grmn) refers to the total sum of n-

grams that match between the reference summary and produced summary
and
∑

S(rƒ )grmn

∑
S Cont(grmn) refers to total sum of n-grams in both

the summaries. ROUGE-1 gives the overlap between the summary of the ma-
chine generated and the summary of the reference of unigrams. ROUGE-2
gives the overlap between machine generated and reference summaries of bi-
grams. ROUGE-L is be defined as a measure of the longest matching sequence
of Longest Common Subsequence (LCS) phrases. The ROUGE score is a fairly
subjective measure. It could only be used to compare two models on a par-
ticular dataset and its measure could only tell us about the goodness of that
model on that particular dataset. The ROUGE metric should not be used over
different datasets as the size (total sum of n-grams) and overlap may vary from
dataset to dataset.

All hyperparameters are tuned on the validation set of the original text
version of CNN/Daily Mail. The extractive model uses pretrained word2vec
[41] embeddings of size 100. The hidden state size is set at 200. The batch
size is set to 64, and adam optimizer is employed [27] with a learning rate of
0.001 for training CNNs and GRUs. Gradient clipping with a maximum norm
of 2 was used to regularize the model and an early stopping criterion was set
based on the validation cost. The vocabulary size is limited to 150K and the
maximum number of sentences per document is set to 100, and the maximum
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16 Rajeev et al.

sentence length is set to 60 words, to speed up computation. The extractive
mechanism model is trained until convergence. For the reinforced abstractive
mechanism, an encoder with 256 hidden states for both directions in the one-
layer LSTM, and 512 for the one-layer decoder was utilized. The embedding
size is set to 128. We observed that augmenting the model size or changing the
model to transformer leads to slight improvement in performance, but at the
cost of increased training time and parameters [54]. A learning rate of 0.0001
is used for training our RL algorithm with the help of adam optimizer.

5 Results and Discussion

In this section the results we obtained after extensively testing SHEG is dis-
cussed. The comparison of our model against other state of the art models in
the field of newspaper article summarization and headline generation is de-
scribed in detail. We evaluate our model on four areas , the i)Extractive Sum-
mary which is first produced after picking sentences based on their saliency,
ii)Abstractive Summary which is produced using the selected salient sentences,
iii)Headline Generation from the produced summary and iv)End-to-End Val-
idation in order to test the entirety of the model i.e both the summary and
headline produced.

5.1 Extractive Summary

SHEG as already mentioned is a hybrid summarization model hence a combi-
nation of extractive and abstractive summarization is used in order to attain
a summary. The very first step of our hybrid approach involves producing an
extractive summary of the article presented. The extractive layer basically be-
haves like a filter and selects sentences that are high on quality and takes into
consideration the context of the sentence, saliency and redundancy. In Table
2, we compare various state of the art extractive models with the proposed
model. We observe that the extractive model of SHEG significantly outper-
forms NeuralSummarizer. SHEG+conv's superior performance with respect
to SummaRuNNer could be attributed to the to the presence of the convo-
lutional layer in the proposed extractive mechanism that is used for sentence
level representation or first level sentence encoding. The presence of this con-
volutional layer helps in handling sentences of variable length and is known
for picking prominent feautures i.e., prominent sentences. This could be ob-
served in Table 3 where the SHEG summarizer produces a better extractive
summary than SummaRuNNer as it picks up the most salient information re-
quired. Though the SHEG summarizer outperfroms several models it does not
outperform the current best extractive summarizer BERTSUM however this
could be attributed to the fact that BETRSUM is a sole extractive summa-
rizer which isn’t the goal SHEG intends to achieve. In Table 4 we do observe
that our SHEG extractor is a better fit to our pipeline when compared to the
BERTSUM extactor in the production of the abstractive summary.
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SHEG 17

Table 2 Comparitive study of various extractive models on the CNN/Dailymail
dataset

Model ROUGE-1 ROUGE-2 ROUGE-L
SummaRuNNer [38] 39.6 16.2 35.3
BERTSUM [33] 43.22 20.17 39.57
NeuralSummarizer [7] 35.5 14.7 32.2
SHEG(extraction) 40.23 14.6 36.6
SHEG+conv(extraction) 42.5 17.6 35.6

Table 3 Extractive Summaries

Article
london, england -lrb- reuters -rrb- – harry potter star daniel radcliffe gains access to a
reported # 20 million -lrb- $ 41.1 million -rrb- fortune as he turns 18 on monday, but
he insists the money won’t cast a spell on him . daniel radcliffe as harry potter in “ harry
potter and the order of the phoenix ” to the disappointment of gossip columnists around
the world, the young actor says he has no plans to fritter his cash away on fast cars,
drink and celebrity parties . “ i don’t plan to be one of those people who, as soon as they
turn 18, suddenly buy themselves a massive sports . . . ...
Reference Summary
harry potter star daniel radcliffe gets # 20m fortune as he turns 18 monday . young actor
says he has no plans to fritter his cash away . radcliffe ’s earnings from first five potter
films have been held in trust fund
SummaRunner Summary
harry potter star daniel radcliffe gains access to a reported # 20 million -lrb- $ 41.1
million -rrb- fortune as he turns 18 on monday, but he insists the money won’t cast a spell
on him . daniel radcliffe as harry potter in “ harry potter and the order of the phoenix ”
to the disappointment of gossip columnists around the world, the young actor says he has
no plans to fritter his cash away on fast cars, drink and celebrity parties .
SHEG Summary
harry potter star daniel radcliffe gains access to a reported # 20 million -lrb- $ 41.1
million -rrb- fortune as he turns 18 on monday, but he insists the money wo n’t cast a spell
on him .’his agent and publicist had no comment on his plans’ radcliffe ’s earnings from
the first five potter films have been held in a trust fund which he has not been able to
touch.

5.2 Abstractive Summary

We perform the reinforced abstractive mechanism on the extractive summary
obtained. In order to show the true importance of the extractive mechanism
we compare our results on both the extracted text as well as the original
groundtruth and these results are shown in Table 4. This shows criticality of
the extractive mechanism in our hybrid model. We also compare our method-
ology with the well known pointer-generator network [49]. Our model outper-
formed it due to the additional CAC algorithm used for training as well as
the effective extractive mechanism, which helped in reducing redundancy. It
consistently gave better results as compared to [17]. We also evaluated our
model with respect to other RL models in abstractive summarization. Some of
these models have either suffered from high variance [40] or low variance [30],
however in our CAC model we have imbibed the parameter λ which created
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18 Rajeev et al.

a significant difference by maintaining a balance between bias and variance
thereby improving the performance.

Table 4 Comparitive study of various Abstractive Summarization models on
the CNN/Daily Mail dataset

Model ROUGE-1 ROUGE-2 ROUGE-L
HierAttn [39] 32.75 12.21 29.01
Pointer Generator [49] 39.53 17.28 36.38
Fan 2017 [17] 39.75 17.29 36.75
DeepRL [40] 39.87 15.82 36.90
Fast abstractive RL [6] 40.04 17.61 37.59
Unified model [23] 40.19 17.67 36.38
BERTSUM(extraction)+SHEG(abstraction) 40.26 17.71 36.44
SHEG(extraction + abstraction) 40.67 17.74 36.69

On closely observing SHEG’s summary in Table 3, we notice the line his
agent and publicist had no comment on his plan's radcliffe's earnings from the
first five potter films have been held in a trust fund which he has not been able
to touch. over daniel radcliffe as harry potter in ”harry potter and the order
of the phoenix” to the disappointment of gossip columnists around the world,
the young actor says he has no plans to fritter his cash away on fast cars,
drink and celebrity parties, given by the SummaRuNNer summary as it scores
the latter with a lower Sentence distribution compared to the other. We could
observe that this extractive summary acts as a precursor to the abstractive
summary produced which can be clearly seen in Table 5.

Table 5 Abstractive Summaries

Article
london, england -lrb- reuters -rrb- – harry potter star daniel radcliffe gains access to a reported # 20 million -lrb- $

41.1 million -rrb- fortune as he turns 18 on monday, but he insists the money won’t cast a spell on him .
daniel radcliffe as harry potter in “ harry potter and the order of the phoenix ” to the disappointment of gossip
columnists around the world, the young actor says he has no plans to fritter his cash away on fast cars,
drink and celebrity parties . “ i don’t plan to be one of those people who, as soon as they turn 18, suddenly buy
themselves a massive sports . . . ...
Reference Summary
harry potter star daniel radcliffe gets # 20m fortune as he turns 18 monday . young actor says he has no plans to

fritter his cash away . radcliffe ’s earnings from first five potter films have been held in trust fund
Fast abstractive RL Summary
harry potter in “ harry potter and the order of the phoenix . he says he has no plans to fritter his cash away on fast
cars . radcliffe . he has been held in a casino, but he says .
Unified Model Summary
harry potter star gets reported #20 million fortune on Monday.18 year old says he has no plans to fritter cash on
cars . Earnings held in trust.Actor keeping feet firmly on ground
SHEG Summary
harry potter daniel radcliffe to get # 20 million -lrb- as he turns 18 but insists won’t cast spell.No current plans.
Earnings from five potter films held in trust fund.
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When we compare the results of SHEG to the unified model, we observe
the line Earnings from five potter films held in trust fund in our summary that
wasn't present in the unified model summary. This line was picked up by our
model extractor as one can see and due to the reinforcement learning the model
has not picked up unnecessary lines like Actor keeping feet firmly on ground..
Thus the results demonstrate a significant improvement in performance as
compared to the existing state-of-the-art methodologies.

5.3 Headline Generation

The final step of SHEG is to produce a headline over the abstractive summary
produced in the previous step. For this task, we have employed sequence pre-
diction to produce the intended headline. Though earlier models like [4,13,53]
have produced headlines using newspaper articles, our model stands out due
to the fact that we use an abstractive summary of the original news article
for producing a headline. The local feature function as discussed in section 3.2
iterates through each token in the produced abstractive summary and chooses
tokens that could be present in the produced headline. It takes named enti-
ties, i.e., the names of people, locations, etc. into consideration while assigning
membership to a particular token in the headline. It also takes into consid-
eration syntactical dependencies i.e., the dependency among tokens to choose
the next token depending upon the previous state. The function also limits
the length of the headline to 8-10 words and ensures grammatical saliency. All
possible states are then produced, and each state is scored using the global
feature function. The state with the best score is then deemed as the headline.
As seen in Table 6 SHEG tends to compete with other neural network based

Table 6 Comparitive study of various Headline Generation models on the Gi-
gaword dataset

Model ROUGE-1 ROUGE-2 ROUGE-L
Summ-hieratt [1] 29.6 8.17 26.05
HEADS [13] 31.3 9.1 26.20
ABS+AMR [52] 31.64 12.94 28.54
SHEG 31.82 13.2 28.80

headline models like [52] and [1]. These models usually work on basic encoder-
decoder based frameworks similar to other summarization models hence they
do produce good results on the ROUGE metric however SHEG tends to pro-
duce a superior ROUGE score since the sequence prediction model usually
condenses the article in order to produce a headline. Since the article is al-
ready condensed due to the abstractive summarization in the previous step it
produces better results.
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5.4 End-to-End Validation

The SHEG model is finally tested for an end-to-end validation using the Cor-
nell NEWSROOM dataset. We use the title and reference summary given in
the dataset to evaluate the headline and summary produced by SHEG based
on its ROUGE score. We observe a ROUGE-1 score of about 28.2, ROUGE-2
score of 14.7 and ROUGE-L of about 25.9 for the summaries produced. In the
case of the headline generated the ROUGE score might be considerably lower
due to the fact that SHEG considers the ideal length of a headline to be about
8-10 words. An actual headline might have quite fewer words and the actual
headline need not be a necessary condensation of the news article therefore it
could be rephrased using other terms as well. This phenomenon can observed
in Tables 7 and 8.

Table 7 NEWSROOM SHEG Summary

Headline
Fountain of youth: Could this beer make you more beautiful?
Generated Headline
Collagen Beer makes you look youthful and beautiful
Article
It’s not just Japan, either. In Malaysia, the Bone & Pot steamboat restaurant (Yau Guat Hei),
sells a signature dish called \”Collagen Soup,\” using cubes of collagen jelly shipped from
Japan, which the business claims is perfect for \”beauty & confidence.\”\n\nCollagen is a
fibrous protein that makes up part of the connective tissues in our bodies. The body needs
collagen as it helps with skin elasticity and for \”looking youthful.\” However, as we get older,
the production of collagen in the body slows down.\n\nRead MoreJohnnie Walker reinvents
the\u2026glass?\n\nBut can ingesting collagen really be that good for you?\n\nIn 2006, Naoya
Matsuda of the Hirosaki University School of Medicine and others published a paper on the
\”effects of ingestion of collagen peptide,\” which suggested that ingestion of collagen
peptide could improve . . . . . . ...
Reference Summary
Suntory, has launched \u201cPrecious,\” a light beer targeted predominantly at women. Yet
this drink has a secret ingredient: collagen.
SHEG Summary
Collagen increases skin elasticity and makes you youthful.Beer has secret ingredient targeted
at women

Table 8 Results of the SHEG model on the NEWSROOM dataset

Abstractive Summary Result
Model ROUGE-1 ROUGE-2 ROUGE-L

SHEG(extraction + abstraction) 28.2 14.7 25.9
Generated Headline Result

SHEG 13.81 7.94 11.42
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6 Conclusion

In this paper we have proposed a novel methodology called SHEG, to sum-
marize news articles and produce a suitable and crisp headline. The proposed
model picks the salient phrases through its extractive mechanism and then
combines the power of a pointer-generator network and CAC in order to form
an abstractive summary which is then used to form a headline that would con-
vey relevant information and would be interesting enough to seize the attention
of a reader. SHEG has outperformed state of the art models and is one of its
kind model that produces both an abstractive summary and a related headline.
This model was trained, tested and validated by using the CNN/Daily Mail,
Gigaword and NEWSROOM datasets respectively. We firmly believe that this
proposed methodology can be applied to other summarization tasks in various
fields like legal and medical domains, giving it the possibility of wide applica-
bility in the field of Natural Language Processing and Information Retrieval
making the work highly relavant and transferable using transfer learning.
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