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Abstract Topological properties of chemical library networks, such as the aver-
age clustering coefficient, average path length, and existence of hubs, can serve as
indicators to describe the inherent complexities of chemical libraries. We have used
Diversity-Oriented Synthesis (DOS) and Focussed Libraries to investigate the appear-
ance of scale-free properties and absence of small-world behavior in chemical libraries.
DOS aims to elicit structural complexity in small compounds with respect to skele-
ton, functional groups, appendages and stereochemistry. Complexity here indicates
incorporation of sp? carbons, hydrogen bond acceptors and donors in the molecule.
Biological studies have shown how structural complexity enhances the interaction of
molecules with complex biological macromolecules. In contrast, Focussed Libraries
concentrate on specific scaffolds against a specific biological target. We have quantified
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the diversity in several DOS and Focussed Libraries based on properties of similarity
and dissimilarity threshold networks formed from them. Similarity and dissimilarity
networks were generated from diverse chemical libraries at various Tanimoto similar-
ity coefficients (t.) using FP2 and MACCS fingerprints. The dissimilarity networks at
very low t. threshold led to the absence of small-world behaviors, as evidenced by low
average clustering coefficient and high average path length in comparison to Erdos—
Renyi networks. Dissimilarity networks exhibit scale free topology as evidenced by a
power law degree distribution. The similarity networks at high t. threshold have shown
high clustering coefficients and low average path lengths, without the appearance of
hubs. Combining dissimilarity and similarity threshold graphs revealed assortative and
dissortative behaviors in the DOS libraries, leading to the conclusion that the vertices
of the dissimilarity communities are more likely to share similarity edges, butitis quite
unlikely for the vertices in a similarity community to share dissimilarity edges. We
propose a simple and convenient diversity quantification tool, QuaL.DI (Quantitative
Library Diversity Index) to quantify the diversity in DOS and Focussed libraries. We
anticipate that these topological properties can be used as descriptors to quantify the
diversity in chemical libraries before proceeding for synthesis.

Keywords Dissimilarity - Similarity - Diversity - Small-world - Chemical space
networks

1 Introduction

With the increasing popularity of automated screening technologies and the avail-
ability of cheap data storage and powerful computers, compound collections have
grown into large molecular libraries, often containing millions of chemical substances,
and representing valuable intellectual property. However, the potential combina-
tions of just one hundred atoms create a chemical space far exceeding the total
number of particles in the universe. All the molecules known to chemists since
the dawn of alchemy represent an infinitesimal subspace of this vast chemical
space.

There are as many ways to assess molecular similarity as there are distinct molec-
ular properties. Representations using molecular descriptors or fingerprints are often
employed to quantify similarities between molecules. Molecular descriptors are con-
stitutional, topological, and geometrical or quantum chemical features of molecules
that quantify the relationship between the molecular structure and molecular prop-
erties. Threshold networks have been constructed using descriptors representing
physicochemical properties [1], such as molecular weight, partition coefficients, and
constitution (e.g. the number of sp? hybridized atoms), and choosing similarity or
dissimilarity threshold values. All pairs of molecules with similarity greater than or
equal to the threshold produces a similarity network; pairs of molecules with sim-
ilarity less than or equal to the threshold produces the corresponding dissimilarity
network. Molecular fingerprints are the representations of the molecular structures
encoded as bit strings. The bit patterns are characteristic of a given molecule. The
fingerprints [2—7] for the molecules computed via Open Babel [5]. In networks char-
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acterising chemical libraries, molecules in the libraries are treated as vertices (or
nodes) and the relationships between pairs of molecules form the edges of the net-
work. Similarity networks constructed on large compound collections using different
sets of descriptors have revealed some common features [8—10], such as the small-
world property and scale-free degree distributions. The idea of the small-world was
inspired from Milgram’s Six Degrees of Separation [11] and popularized by Watts
and Strogatz [12] among physicists and biologists. It refers to communities with
highly connected vertices in the network. Scale-free networks, where the probabil-
ity that a node has k links decays as power-law p(k) ~ k=% (a is the exponent and
usually lies between 2 and 3) are often characterized by a small number of highly
connected vertices (hubs). A scale-free network’s degree distribution is a straight
line on a log-log plot. Many real world networks with complex topology have been
reported to follow scale-free distributions with dissortative (high degree vertices con-
necting low degree vertices) degree mixing, such as the world wide web [13], internet
[14], protein-protein interaction networks [15], and with assortative (high degree
vertices connecting high degree vertices) mixing, such as networks of film actors
[12] and business people [16]. There are reports of networks showing both small-
world and scale-free behavior [17]. This raises the question of how commonplace
and important are small-world and scale-free properties within classes of chemical
libraries.

Chemists construct molecular libraries for a variety of reasons, using different syn-
thetic strategies. We adopt focused library design strategies when the objective is to
look at molecules that are chemically similar to known drug leads. In other situa-
tions, it is more useful to cast the net wide with the hope of discovering new types
of molecules. One popular strategy to create large molecular libraries is combinato-
rial chemistry [18], where various combinations of functional groups are attached at
different substitution points to a molecular scaffold, but it has been argued that most
combinatorial approaches fail to deliver truly novel compounds [19]. Willet [20],
Agrafiotis et al. [21], and Wintner et al. [22], have proposed different algorithms to
quantify the diversity in a chemical library.

Quantitative structure activity relationships (QSAR [23]) are an effective tool in
drug design used to predict the biological activities of molecules based on their struc-
tural similarities. However, factors such as solubility, permeability, polymorphism,
cytotoxicity, mutation and drug resistance represent major challenges encountered
by chemists, biologists and pharmacists, forcing researchers to broaden the spectrum
of new chemical entities. Broadening the chemical spectrum requires a chemically
diverse set of compounds obtained from synthetically feasible number of steps target-
ing various regions of biological space. The quest for diverse compounds is supported
by the Diversity-oriented synthesis (DOS) [24] strategy. DOS helps to synthesize
molecular libraries possessing structural complexity as well as skeletal and stereo-
chemical diversity. For the present study, we are using DOS (expressing diversity)
[25-28], and focussed (expressing similarity) libraries [29] to quantify the diversity
through network theory.
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2 Dataset, pair-wise similarity and dissimilarity measure

We represented the DOS libraries [25-28], and Focussed Libraries [29] in SDF format,
converting molecules into fingerprints using Open Babel [5]. We used the simple and
popular Open Babel fingerprints such as FP2 [17] (a path based fingerprint charac-
terized by 7-atom linear chain fragments that correspond to 1024 bits) and MACCS
[30] fingerprints (that uses SMARTS patterns to describe the molecular sub structure
or subgraph).

In order to compare keys we used the Tanimoto similarity distance, f., a pair-wise
measure represented by the equation

B ANB
" (AUB)—(ANB)’

fe 2.1)

where AN B is the number of common bits in the structural fingerprints of compounds
‘A’ and ‘B’ and AU B is the sum of the numbers of bits in the fingerprints of compounds
‘A’ and ‘B’.

Networks based on Tanimoto coefficient cut-offs of the structural fingerprints were
generated using Eq. 2.11 and the igraph package [6,31]. Dissimilarity networks at
thresholds t. < 0.5,0.4,0.3,0.2,0.22 and similarity networks at thresholds t. >
0.8,0.9,0.95, 0.98, 0.99 and 0.995 were generated. The similarity and dissimilarity
networks were compared at equivalent density of edges to maintain consistency in the
properties of the threshold networks.

2.1 Pattern of labelling threshold network

The scheme used for labelling the threshold networks is described in Table 1. The
threshold networks were compared with their corresponding Erdés—Renyi random
networks (ERNs) at equivalent edge densities. For example, the ERN corresponding
to the threshold network DOS118_F_t. < 0.22 is generated from the equivalent
number of molecules (N=118) by connecting them randomly with a probability of
connection (p = 0.0016) nearly equivalent to the edge density of the threshold network
as mentioned in Table 2.

3 Network properties

A graph [11] is an algebraic object represented by an ordered triple comprising a
non-empty set (V, E, W), where vertices, V = {v;li = 1,2,3,...,n},edges, E =
{eili =1,2,3,...,m}, such that V N E = @ and an incident function is defined by,
Vg E— [V%5e— Vg (e) = {vi, vj}. A network is a dynamical object defined by
the four-tuple, G = (V,, E;, Wy, J,) , where ¢ is a time parameter, simulated or real;
J; is an algorithm for defining the behavior of vertices and edges of the network with
time. Our study involves the static libraries (non-dynamic chemical libraries) in conju-
gation with algorithm J; nevertheless, we refer to chemical similarity and dissimilarity
graphs as networks throughout this paper. Here every v; € V isrepresented as a vertex
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(or node) and the discretized similarity measure forms the connection or edge between
adjacent vertices. The total number of vertices in the network represents the order of

the network, (V) = |V| = n and the total number of connections or edges between

the vertices represents the size of the network, (E) = |E| = m. The total possible

number of connections or edges in the network is given by |E|,,., = w The net-

. o number of edges . number of edges _ m

work den51ty, D (G) " total number of edges — total number of edges — n(n—1)/2 ‘The

structure of the network (V, E) can be represented as an adjacency matrix (n, n),
ap ---aj ...0an

A = (aj) = | a2 -~ ay ...az |, where the entries g;; = if i and j are adjacent;
Apj ...Qpj ... 04un

a;j = 0if1iand j are not adjacent. Network properties act as functions of the thresholds
[32]. The current study focuses on properties such as the vertex degree (k), the degree
distribution p(k), the average clustering coefficient C (G), average path length L (G),
degree assortativity (r) and modularity (Q), defined below. The network properties
of these chemical libraries were compared with the corresponding Erdés—Renyi ran-
dom networks at comparable edge density. Hubs in a network are the vertices with
maximum degree, H = max {k (v;)} in a local neighborhood.

3.1 Small-world property

The Clustering Coefficient (C;,;) [12] of a vertex in a graph/network is defined as the
actual number of triangles (t;) which pass through the vertex ‘i’ divided by the total
number of possible triangles of vertex ‘1’.

Cig =1/ (n(n =2)), (3.1

A clique C; is a maximal complete subgraph in a graph, i.e. a subgraph in which every
pair of vertices is connected [33]. For example, the hexagonal array of vertices with
similarity edges (colored blue) in Fig. 3¢, wherein every node pair is connected, repre-
sents the maximal complete subgraph or clique in a network. Detection and analysis of
the cliques in the network reveals a detailed view of the community structure (highly
connected vertices with similar or dissimilar feature) within it. The neighborhood Sy
of a vertex i in a network G is the set of all its adjacent vertices j. The neighborhood
ofiinGisgivenby ' () ={j eV :i,j € E}.

3.1.1 Average clustering coefficient C (G)

Average Clustering Coefficient C (G) of a network (G) is the clustering coefficient
Ci,; of the node ‘i’ averaged over all ‘n’ vertices of the network G.

C(G) = Cic. (3.2)

i=1
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The dissimilarity networks generated from FP2 and MACCS fingerprints exhibit
C (G) = CEg (G). Fig. 3a shows mostly second-order clustering characterised by
a minimal ring size of four in similarity networks with C (G) > Cg (G), as shown in
Tables 2 and 3.

3.1.2 Average path length L (G)

Average Path Length L (G) [12] is the shortest path d; ; connecting a pair of vertices,
averaged over all pairs of vertices ‘n),” in the network G (Eq. 3.3).

LG =22 % (3.3)

A community of highly connected vertices with very high average clustering coeffi-
cient C (G) and relatively short average path length L (G) in a network is known as a
small-world. The existence of hubs in a network acts as an indicator of the presence
of the small-world property.

This property plays a significant role in describing the existence or absence of
the small-world behavior in the network with low or high L (G) in comparison with
LE (G),the average path length of ERN measured at nearly equivalent network density.

The dissimilarity networks generated from FP2 and MACCS fingerprints exhibit
L (G) = Lg (G), while similarity networks show very high L (G) < Lg (G) as seen
from Tables 2 and 3.

3.1.3 Small-world metric

The existence of the small-world property in a network can be characterised by the
following metrics:

(a) C(G) >» Cg (G), where C (G) = Average Clustering Coefficient of a network,
G and Cg (G) = Average Clustering Coefficient of the Erdos—Renyi random
network constructed from the same vertices at nearly equivalent edge density
[13,34],

(b) L (G) < LEg (G), where Lg = Average Path Length [12] of a network, G and
LE (G) = Average Path Length of the corresponding Erdos—Renyi random net-
work constructed from the same vertices at nearly equivalent edge density,

(¢) L (G) x LogN, where L (G) = Average Path Length of a network, G should be
proportional to Log N. The third metric refers to the growing network (dynamic)
but can be ignored since the study involves only analysis of static networks
(N =constant).

If the network fails to satisfy any of the above metrics, it lacks small-world character.
The dissimilarity networks mentioned in the Tables 2 and 3 fail to satisfy the metrics
(a) and (b), thereby establishing absence of the small-world property.
The networks at dissimilarity thresholds t. < 0.3-0.7 show properties, C (G) =
Cr (G)and L (G) = Lg (G) resembling the corresponding Erdos—Renyi random
network constructed from the same vertices (N =118) at nearly equivalent edge density
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(Eg., ERN (N=118,D(G)=0.18); this reflects pseudo random behavior of the network,
as mentioned in Table 4.

3.1.4 Degree assortativity [35,36]

The nature of community structures in the threshold networks depends on the assorta-
tive and dissortative mixing of degrees of vertices in the network. Degree assortativity
is the correlation coefficient between the degrees of connected vertices, given by
Eq. 3.4

kikj
2isijzn (Aij - 2_mj) kik;

B kik; ’
2isijen (ki&'j - z—m’) kikj

7

(34)

where an element of the adjacency matrix of the network,
1if nodes i and j are connected,
A; = .
0 otherwise
kik; are the degrees of node i and j, respectively; 6;; = Kronecker delta function,

s

[ (1) i ; j ; n and m are the order (total number of vertices in the network) and the size

(total number of edges in the network) of the network [32]. The degree assortativity
provides information about the vertices of high degree connecting vertices of high
degree and the low degree vertices connecting low degree vertices; its value can be
positive or negative. Negative values represent degree dissortativity, characterised by
vertices of high degree connecting low degree vertices.

Assortative and Dissortative degree mixing in DOS libraries The nature of community
structures in the threshold networks depends on the assortative and dissortative mixing
of degrees of vertices in the network. Table 5 illustrates the assortative and dissortative
mixing of degrees of vertices in threshold networks. The dissimilarity networks show
the dissortative (negative degree assortativity) behavior characterised by high degree
vertices connected to low degree vertices, as evidenced by the star subgraphs shown
in Fig. 3a. The high negative assortativity associated with absence of cliquishness
represents high dissortative mixing of vertices in the networks, thus reflecting dissim-
ilarity or diversity in the library, as illustrated in Table 5. On the contrary, similarity
networks show high degree assortativity accompanied by cliquishness featuring high
degree vertices linked to other high degree vertices, thereby leading to small-world
structures in the network (Fig. 3b).

3.1.5 Modularity

Modularity [37] of a network quantifies the community structures in the network, sep-
arating the vertices into groups in such a way that there exist enough edges between
the vertices within a group but very few edges between the groups. A number of algo-
rithms have been recently proposed to find the community structures in networks, such
as the Edge betweenness divisive algorithm proposed by Girvan and Newman [38,39],
and the walktrap algorithm proposed by Pons and Latapy [40]. We used Newman’s fast
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greedy algorithm [2] to find the communities in dissimilarity and similarity networks.
Modularity is described by Eq. 3.5:

! kikj\ oo

1 if i and j belong to the same community
0 otherwise,
community structure reflects high modularity. Modularity ranges between [—1 and 1).
Dissimilarity networks show low modularity values as compared to similarity networks
at comparable edge density, as mentioned in Table 5.

where § (i, j) , the network with more

3.2 Scale-free dissimilarity networks

Scale-free networks, where the probability that a node has k links decays as a power-
law

pk)ak™™, (3.6)

are often characterized by a small number of highly connected vertices (hubs). A scale-
free network’s degree distribution is linear on a log—log plot. While there have been
studies of large real world complex networks (including chemical libraries) which
exhibit scale-free topology based on similarity measures, there have been no studies
using dissimilarity measures.

3.2.1 Power law fit [41,42]

Scale free networks and complex systems may not always follow power law degree
distributions (Eq. 3.6). In a scale free network, the probability p (k) that a node has
degree 7k’ decays exponentially, where « is the exponent of the fitted power-law distrib-
ution. The minimum value of & is kmin, above which the theoretical degree distribution
starts fitting the data plot; ki, can be estimated by Kolmogorov and Smirnov’s (KS)
[43] test. The KS statistic D estimates the maximum separation between the data and
the fitted cumulative distribution function (CDF),

D = maxg=x,. |S (k) — P (k)] (3.7)

min

where S (k) and P (k) are the CDFs of the data and the fitted model, respectively. The
appropriate Kpyip is the value which minimizes D.

For the given value of kp, the scaling parameter is estimated by using a maximum
likelihood estimator (MLE) [42] optimising maximum log-likelihood, defined as

—1
N~ n ki
a=1 +n |:Zi=1 log (kmm——OS)] s (38)
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Table 6 Power law fitting

Dissimilarity networks-FP2 or MACCS a Kmin Log likelihood KS. stat KS.p
DOS118_F_t; <0.3 2.44 8 —137.21 0.066 0.99
DOS118_M_t;. <0.2 2.29 1 —32.93 0.064 0.99
DOS41_F t. < 0.4 4.87 9 —11.12 0.16 0.99
DOS41_M_t; <0.3 33 10 —24.23 0.127 0.99
DOS32_F t. <04 2.42 3 —37.55 0.11 0.98
DOS32 _M_t. <0.2 2.13 1 —7.01 0.07 1
FL41_F_tc <0.5 3.19 3 —-5.22 0.11 1.0
FL41_M_t. < 0.3 3.18 4 —14.31 0.15 0.99

Power law fits of dissimilarity networks using igraph package in R, which performs a test to determine
whether a power law distribution is plausible or not. Dissimilarity network-FP2: Dissimilarity threshold net-
works generated from FP2 fingerprints. Dissimilarity network-MACCS: Dissimilarity threshold networks
generated from MACCS fingerprints. o =Numeric scalar, the exponent of the fitted power-law distribution.
Kmin =Numeric scalar, the minimum value from which the power-law distribution was fitted. In other words,
only values of k larger than ky,;, were used from the input vector. Log likelihood = Numeric scalar, the log-
likelihood of the fitted parameters. KS.stat=Numeric scalar, the test statistic of a Kolmogorov—Smirnov test
that compares the fitted distribution with the input vector. Smaller scores denote better fit. KS.p=Numeric
scalar, the p value of the Kolmogorov—Smirnov test. Small p values (less than 0.05) indicate that the test
rejects the null hypothesis. The dissimilarity graphs such as DOS118_F_t. < 0.3, DOS32_F t; < 0.4,
DOS118_M_tc < 0.2 and DOS32_M_t: < 0.2 exhibit power-law like behavior with o value between 2
and 3

where & is the KS statistic derived from data, k;, i = 1, ..., n, are the observed values
of k such that k; > k;;;,,. The results obtained using Eq. 3.8 are listed in Table 6.

3.2.2 Degree distribution p(k)

Degree distribution p(k) is the probability that a fraction of the vertices in the net-
work has k links. However, a change in the similarity/dissimilarity threshold leads to
variation in the edge density, which in turn changes the degree distribution. Degree
distributions of dissimilarity threshold networks have demonstrated power law (scale
free behavior) as shown in Fig. 1a—e. However, other distributions such as exponential,
lognormal and Poisson may also fit the data, as demonstrated in the CDF v/s Degree
plots (Fig. 2a—d) in Sect. 3.23. Further, at very high similarity thresholds, the resulting
networks did not follow any conventional degree distribution, irrespective of the type
of fingerprints used.

3.2.3 Cumulative distribution function (CDF)

The dissimilarity networks were found to fit various degree distributions at different
values of ki, . Fig. 2a—d demonstrates that the CDF may be fit by power law (at the
tail end), lognormal and exponential distributions. The trends show that dissimilarity
networks demonstrate best fit to power law and lognormal distribution as compared
to other statistics.
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Fig.1 Degree distributions of various dissimilarity networks. The DOS libraries (N=118, 32) and Focussed
Library (N=41) at FP2 and MACCS threshold values tc < 0.3 —0.4 display power law (scale free behavior)
and exponential (1a, c, e) distribution. The Focussed library (N=41) at FP2 and MACCS threshold value
tc < 0.3 — 0.5 display skewed lognormal distributions (1b and d)

Fitting a power law to a continuous or discrete data is done by testing the null
hypothesis. The p value generated quantifies the plausibility of the hypothesis. To test
whether they follow a power law, we used a null model (Hp) as well as an Alternative
model (H7). Null hypothesis, Hy = data follows power law distribution. Alternative
hypothesis, H; = data does not follow power law distribution. If the p value is > 0.1
then one cannot reject the null hypothesis. If the p value is < 0.1 then one has to reject
the null hypothesis. To assess the scale-free ehaviour in the network, the best way is
to fit the data to a power law.

From Table 6, it is evident that dissimilarity graphs such as DOS118_F_t. < 0.3,
DOS32_F_t. < 0.4, DOS118_M_t. < 0.2 and DOS32_M_t. < 0.2 demonstrate
power-law like ehaviour with the exponent « lying between 2 and 3. However, these
networks also fit a log-normal distribution, as shown in Fig. 2a—d.
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Fig. 2 Fits of the cumulative distribution function (CDF) v/s degree of dissimilarity networks. The CDF
of DOS libraries (N=118, 41) at FP2 and MACCS threshold values tc < 0.3 — 0.36 fit a power law at the
tail end of the distribution besides fitting to lognormal and exponential distributions
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Fig.3 Visual representations of similarity and dissimilarity threshold networks. The Fruchterman Reingold
layout (force field directed layout) used to visualize the undirected threshold networks. Red and blue edges
represent dissimilarity and similarity edges, respectively. Such combined representations of dissimilarity
and similarity networks can be used to conveniently visualize the characteristics of a chemical library at
a glance. The Fig. 3a—c show that the combined dissimilarity and similarity networks, DOS41_F_t. <
0.36 +t¢ > 0.9 (DOS Library with 41 molecules, FP2 fingerprints with threshold t < 0.36 and t; > 0.9),
DOS118_M_tc < 2+t > 9 (DOS Library with 118 molecules, MACCS fingerprints with threshold
tc <0.2andtc > 0.9)and FL41_F_tc < 5+tc > 995 (Focussed library with 41 molecules, FP2 fingerprints
with threshold tc < 0.5 and tc > 0.995) exhibit either homophily or diversity. The combined networks
demonstrate more likely sharing of similarity edges between the vertices in dissimilarity subnetworks and
less likely sharing of dissimilarity edges between the vertices in the similarity subnetworks

4 Quantitative library diversity index (QuaLDI)

Exploring hitherto unexplored regions of chemical space is critically important for
identifying novel diverse chemical structures with drug-like properties. Quantifying
the diversity in a chemical library is important for optimising structural diversity
along with other features. This helps in choosing optimal reagents and substrates for
generating highly diverse compounds that can be further explored in drug design.
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Over the past two decades, there have been many studies exploring various diversity
measures for a chemical library, but none using network topology to quantify diversity
[20-22].

In the present study, we propose a simple, convenient and novel Quantitative Library
Diversity Index to quantify the diversity of a chemical library based on network topol-

ogy:
n
QuaLDI% = (1 - #) %100 “.1)

where w is a scaled network topological property; A is the total number of properties
used for quantification. For the present study, have used the four properties: average
clustering Coefficient C(G), average path length L(G), degree assortativity r and
modularity Q. The values of these properties lie in the range: C(G) between (0,1);
L(G) between (0, dg), where dg is diameter of the network G; r between (—1,1) and
0 between (—1,1). To equalize the contributions of the different network properties
to the index, each property w is scaled between 0 and 1 using Eq. 4.2:

Scale}w = M, (4.2)

Xmax — Xmin

where x; is the value of ith property: i = {1, 2, 3, ..., n}; X, is the minimum of all
values of x; and x,,,,, is the maximum of all values of x.

Fig. 4 Structures of the molecules belonging to the dissimilarity network DOS118_M_t. < 0.2 con-
structed from a DOS library. The dissortative nature of dissimilarity network DOS118_M_t. < 0.2 with
structurally diverse compounds. Molecule 60 (hub) is structurally very dissimilar to the rest of the library,
being connected by dissimilarity edges to most of the other compounds
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Fig.5 Structures of the molecules belonging to the dissimilarity network DOS41_F_te < 0.36 constructed

from a DOS library. The dissortative nature of dissimilarity network DOS41_F_t. < 0.36 with structurally
diverse compounds. Molecules 3, 18 and 36 (hubs) are structurally very dissimilar to the rest of the library,
being connected through dissimilarity edges to many other molecules, but they do not share any edges
between them, as their similarity coefficients tc are just above 0.36

Equation 4.1 was employed for the quantification of library diversity, and the results
are reported in the Tables 7, 8, 9 and 10. The dissimilarity sets of compounds are shown
in Figs. 4, 5 and 6.

5 Network visualisation

The undirected threshold networks are visualized in the ‘Fruchterman Reingold’ force
field directed layout. The dissimilarity networks show the absence of cliques in the
community, which lead to the absence of the small-world property, as illustrated in
Figs. 3a—c and 4, 5, 6. The molecule 60 (hub) in Fig. 4, and molecules 3, 18 and 36
(hubs) in Fig. 5, are structurally dissimilar to the rest of their respective libraries. The
maximally diverse set of compounds in the focussed library (Fig. 6) seems to be less
diverse in comparison to the dissimilarity subsets of the DOS libraries.

The vertices in the dissimilarity network display dissortative hubs characterised
by star graphs. The dissimilarity network also show second order clustering char-
acterised by minimal ring size of four. However, the high similarity networks show
high clustering coefficient and low average path length within the islands/small-world
communities in comparison to the corresponding Erdos—Renyi random networks at
equivalent edge density, as in Fig. 3a—b. As previously discussed, a chemical library
is a combination of threshold networks exhibiting properties that reflect homophily or
diversity in the subnetworks of the chemical library. Fig. 3a—b illustrates the common
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Fig. 6 Structures of the molecules belonging to the dissimilarity network FL41_F_te < 0.5 constructed
from a Focused library. The dissortative nature of dissimilarity network FL41_F_t. < 0.5 identifying the
maximally diverse set of compounds within the library, but these are less diverse in comparison to the
dissimilarity subsets of the DOS libraries

motif of sharing of similarity edges between the vertices in dissimilarity networks and
the rarer sharing of dissimilarity edges between the vertices in the similarity network
communities.

6 Conclusion

In the present research, we studied the design and properties of various dissimilarity
and similarity threshold networks generated from DOS and focussed libraries using
FP2 and MACCS fingerprints. The dissimilarity networks show the absence of small-
world behavior, as evidenced by very low average clustering coefficients and high
average path lengths in comparison to the Erdos—Renyi networks. The dissimilarity
networks exhibit scale-free topology compatible with power-law, exponential and log-
normal distributions. Both similarity and dissimilarity networks show the presence of
hubs. The hubs in dissimilarity networks reveal dissortative behavior, whereas the
hubs in similarity networks show assortative behavior. The dissimilarity networks
display pseudo random network behavior, while the similarity networks demonstrate
small-world behavior. High average clustering coefficient, assortativity and high mod-
ularity of the network are hallmarks of a high similarity threshold network of a
chemical library. Low average clustering coefficient, dissortativity and low modularity
(Q < Qg) of the network are the signatures of a high dissimilarity threshold network
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a0 of a chemical library. In dissimilarity networks, the mixing of degrees of vertices is
st more dissortative, in contrast to the assortative behavior of similarity networks.

362 Quantifying the diversity in a virtual chemical library prior to synthesis is highly
sss desirable when building a diverse library of molecules for screening, for which we
s« propose a diversity measure QualLDI based on network properties.The diversity of
ss small DOS and Focussed libraries were assessed and quantified, based on the prop-
ss erties of similarity and dissimilarity threshold graphs of the chemical libraries. As
sz 1llustrated in the present study, QuaLDI may be used to quantify the diversity in small
sss chemical libraries (~30 to 120 compounds). Employing network measures to quan-
se  tify diversity in a chemical library provides a systematic and unbiased way to prune
a0 or grow a library such that each molecule adds maximum information content to a
st structure-activity relationship. Similar network measures have been used in feature
a2 selection [44] to systematically drop inter-correlated descriptors in an unbiased man-
a7 ner while retaining maximum information content in the remaining ones. Our future
a4 goal is to construct predictive models for diversity in chemical libraries using network
a5 topological properties as descriptors along with other molecular descriptors.
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